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AN APPLICATION OF THE AIRCRAFT
IDENTIFICATION

Murat TURE’

ABSTRACT

In this study, a solution of an aircrafi identification problem is presented.
Firstly, the essential equations of longitudinal motion are introduced and
simplified. Subsequently, this motion is simulated with a suitable model as a
real aircrafi. Finally, the model system has been identified in real time for
different environmental condition.

OZET
Bir Uzay Araci Tanima Uygulamasi

Bu c¢aliymada bir uzay aract tamima probleminin bir ¢oziimii
sunulmaktadir. Once uzay aracimin boyuna hareketinin gerekli esitlikleri
verilip sadelestirilmektedir. Buna bagli olarak bu hareketin gergek bir uzay
aracina benzer bir modelle simulasyonu yapilmaktadir. Son olarak da bu
model farkii gevre kosullarinda taninmaktadir.

INTRODUCTION

The longitudinal dynamic mouon of an aircraft can be divided into modes;
the short time mode and phugoid mode’*>. The short time mode is important for

* Dr; U. U, Mihendislik-Mimarlik Fakiiltesi, Elektronik Miihendisligi Boliimi
Ogrenm Gorevlisi, Bursa.
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the control because it may not be controlled by the pilot without autostabilisation.
However the phugoid mode can be controlled by the pilot, even if it is divergent
or unstable. To design an autostabilisation system, it is necessary to know the
parameteres of the longitudinal dynamic motion. The aircraft dynamic can change
very rapidly and needs a more accurate model to control it. It is also desirable to
avoid the use of the special inputs for the identification. A continuous model is
assumed a more accurate model when it is compared with discrete model®. In this
paper, the parameters of a remote controlled aircraft RAVEN 201 that belongs the
Flight Refuelling Comp. in U K. are identified in real time. The block diagram of
the realization is given by Fig. 1.

Data Bus Data Bus
Fiight Modelling Identification
Address Bus Address Bus
on - Interface
P.C. Handshake Signal Handshake Signal Board

Fig. 1. Block diagram of the identification on real-time simulation

FLIGHT MODELLING

The aircraft is assumed to be in a trimmed position with a constant speed.
Therefore the angular displacements of elevator, ailerons and rudder are zero. It
has been shown that the longitudinal motion only depends on the elevator'. On the
other hand, the lateral motion is independent from the elevator movements. Thus
the flight modelling during landing can be represented by the equation of the
longitudinal motion. The equation of the longitudinal motion can be written as':

f)-pxu)ﬁ+(xw+}%)\‘ii+xqq+glﬁ+xnﬂ'=0 (l)
Z“ﬁ+[(l+zw)13+zw]\ir+(zq-l)qJ,ng»,zn'q’-O @)
muﬁ+(mw+mw)€v+(]")‘mq)qa,mﬁq'-0 (3)

G 1s defined by vl where u represents the difference between the disturbed flight

e

velocity and the steady flight velocity along 0, and V, is the aircraft speed in
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steady flight. According the initial condition assumption @ can be omitted on the
equations (1) to (2)". The term §,0 can also be neglected in comparison other term.
In this case, Eqs (2) and (3) are rewritten as:

[(1+ 2)D + W « (2, - DY+ zn' - 0 @

m,D.m)w.O-m)a-mn' -0 &)

where D is the differential operator ( - %), w is the attack angle, whichis

equal to % . qis the aircraft angular velocity in pitch, )’ is the increment in

elevator angle from trimmed position. Other coefficients are aerodynamic
derivatives of the aircraft that can change with flight condition. Therefore the
aircraft dynamics change because of the change in coefficients. During the landing
time, the parameters of the dynamic can be assumed to be constant because the
landing time is small in comparison with the parameter varying time. The
considered aircraft model is given as Eqs (4) and (5):

(ary, % + ar,) o - 0.9892 ar, q - bryn’ (6)
d d ]
(ary a ary) « + (ary, @’ ar,y) q - bryn (7)

where « is equal to w. This system has been identified by direct continuous
method using the Newton-Raphson algorithm. For this purpose, Eqs (6) and (7)
were written the state space form as:

d H a,, 0.9892 H \
a o]y 2, | o]y i

where n " includes a first order lag which is 0.1 sec. This model was simulated by
using the fourth order Runge-Kutta integration method on a personal computer.
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The step time is equal 40 msec which is determined according to the. telemetry of
the aircraft. The desired performance coefficients values which is given by

] faesd] o
q] | -434

THE DESIGN OF THE IDENTIFICATION ROUTINE

a -0.0142 0.9892
T 11244 -1.924

The Newton-Raphson method was used to identify the parameters. This

method is given in the reference’, it is briefly given here again. The identified
system has been considered as:

d

& X0 - Ax® « Bu® (10)

x(t) - f(x, u, a, b, 1)

where A and B are the parameter matrices, whose element can be time varying, x

is state variable matrix and u is control input matrix. The state observable values
is defined by

n

s® - P+ ) ohy (1D

k1

where s is the vector of the observable values of the process state variable, p is the

vector of the state variables of the estimation model, h, is the vector of the sum of
the homogeneous variables andn n is the number of the unknown parameters. ¢,
will be used to modify initial estimation of unknown parameters. Firstly, an
estimation model and homogeneous models are described respectively. The

estimation model was chosen to have exactly the same structure as the flight model
but all coefficients were assumed to be equal to 1 as:

d o - A » By’
5 PO - Ap() - B i
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' (13)

s BLL e b

The homogeneous systems are defined for each unknown parameter which are
given as:

h

d 2 0

= h(t) - Ah(t) - 14

i () () 2o (14)

When aii are calculated, the homogeneous systems are found as:
Bk
! i ¢

d ol 1 0.9892] uj |5 (15)
dt h,l 11 | |yl o
4 Pl [1 09892] b [o] g
dt hy [1 1 ho, | ’ 51| (16)
4 Pl [1 09892] 0]
IV DU W O ¢n
4 ol [1 09892] 1|
dat 42 ; 1 1 ] o] " =Y
d s 1 09892 of
s il ® (19)
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The control input vectors of hy (t) and hs(t) were found according the

derivation of :—;* . Eq (11) must be written in matrix form to solve the elements

of the ¢ matrix. In this problem, the number of variables is 2, the number_ of t]_Je
unknown parameters (c,) is 5, therefore we need to add enough observations in
this case, Eq (11) can be rewritten in the matrix form as:

o] [ e
s,(t) p,(t)
s,(t-1)| - pl(td) +
8,(t+1) Py(te1)
5,02)] |p,2)

hy®  hy®  hy®  by® b | [
hu®  by® ho®  ho® by | |,
*, hu(t*l) hzl(t"l) hst(t*l) h41(t+1) hﬁ(t*l) Cy (20)
h21(t+1) h”(td) h,,(t-1) h,,(t1) h,(t+1) C,
By (8:2) hyy(6:2) hyy(t:2) hyy(t2) hey(t:2) Cs ]

The ¢ matrix can be solved from Eq (20). The ¢ matrix is corresponded with the
unknown parameter as:

a, (k1) = ¢y + 8,(k), &, (ke1) - ¢, + &, (k),
byke1) - ¢y + &,,(K)

b,k-1) - ¢, + by(K), by(ke1) - ¢ - b,K) 1)

All of the identification operations were done with TMS320C30 Digital Signal
Processor. The lag on the elevator response was also considered in the

1dent1ﬂcat10n operation. The essential software and hardware can be seen in
reference’.
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DESIGN OF THE INTERFACE

The identification board clock frequency was different from the clock
frequency of the personal computer which was used for the flight modelling.
Therefore a synchro - communication between PC and the identification board
was not possible. Hence an interface was inserted between them in order to
realize the a synchro - communication. This interface provided parallel
communication.

THE IDENTIFICATION RESULTS

The system representation is rewritten for the measurement with noise
as;

% x(t) - Ax(t) - Bu(t) (22)

s(t) - Cx(t) + L)

Where { (t) is zero-mean random function, representing the noise. Eq (23)
are used for the identification with noise.

N -1
[cly., - [2 h ®I° [h(ti)]] &
N
X b Er (s - xeh 23)

It can be shown that the requirements of step numbers increase due to the
amplitude of noise. The identifications were performance for different amplitudes
of the random function. The identification results and control input are given by
Fig. 2 to Fig. 6. For N = 30, the identification board was used to collect the data
during the first 30 steps. Therefore the first estimation results are available after
30 samples time. The identification board can calculate the parameters with two
iterations in one sample time. Hence, each step identification can be done
recursively after 30 steps. This must be considered when choosing the initial
estimation, because the particular system outputs may cause the processor to
overflow in 30 samples time. However the initial estimation values were taken to
be the same as the first estimation value when the control input was changed
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completely. The system outputs, from which we tried to identify the parameters in
this project, are not measured with a very good resolution. The maximum
measurement error is around 0.007 which can be represented as a random signal
amplitude. When N = 30, the identification is possible with a small error which is
less than 20 percent. When the noise amplitude is bigger than 0.01, estimation
error increases more than 50 percent. Therefore the number of N must be
increased. The identification is possible until the noise amplitude is 0.1 with N =
60. The noise amplitude 0.1 means that the noise is bigger than 30 percent of the
signal, which can be seen in Fig. 6.
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Fig. 2. Figures (a) to (f) show that are the control input, the output
observations and the identified parameters for noise-free system,
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Fig. 3. Figure (a) shows that the output observations for the noise amplitude
0.007. Figure (b) is enlarging view of the figure (a). Figure (c) to () are the
identified parameters with 30 step block data. Error increases for all
parameters.
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Fig. 4. Figure (a) shows that the output observations for the noise amplitude

0.001. Figure (b) is enlarging view of the figure (a). Figure (c) to (f) are the

identified parameters with 30 step block data. Error increases up to 50% for
system parameters but it is still less than 25% for the control parameters.
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Fig. 5. Figures (a) to (d) are the identification results of the identification
with 60 step block data for the noise amplitude 0.01. It can be seen that
the dominant parameters can be identified accurately.

It is not possible with 30 step block data.

CONCLUSION

The identification accuracy with noise mixed measurement depends on the
noise amplitude. Therefore, the usage of the high quality measurement equipment
will increase the accuracy and also will decrease identification time. The main
result of this study is that the identification board can identify the system within
the transient response time without using a special input.

On the other hand, only the a,, value can not be identified from noise mixed
observations. Because its effect on the observation value is smaller than the noise
every time.
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Fig. 6. Figure (a) shows that the output observations for the noise amplitude
0.1. Figure (b) is enlarging view of the figure (a). Figure (c) to (f) are the
identified parameters with 60 step block data.

Error is still less than 20% for the dominant parameters.

Figure (f) indicates that the error of b, is still less than 10%.
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