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ABSTRACT

Msc. Thesis

DATA MINING APPLICATIONS IN A FORKLIFT DISTRIBUTOR
Pratiwi Eka PUSPITA

Uludag University
Graduate School of Natural and Applied Sciences
Department of Industrial Engineering

Supervisor: Assoc. Prof. Dr. Tiilin INKAYA

Sales forecasting has a vital role in today’s business environment. In a company, accurate
and reliable sales forecasting is the fundamental basis for production planning processes.
In this study, a data mining-based forecasting methodology is proposed for a forklift
distributor. Monthly sales data for 100 different types of forklifts between years 1998 and
2016 are used. The proposed methodology has three stages. In the first stage, items with
similar sales patterns are identified using hierarchical clustering. Dynamic time warping
(DTW) is used for measuring the similarities among the items. The number of clusters is
determined using the heterogeneity and homogeneity criteria. For each cluster, cluster
prototypes are found based on cluster medoids and DTW barycenter averaging (DBA)
method. In the second stage, features are extracted. In addition to the features that
characterize amount, trend, growth, and volatility, new features are proposed to identify
the intermittency in the data. Also, the important features are selected using multivariate
adaptive regression splines (MARS). Then, support vector regression (SVR) is used as a
forecasting model for each cluster prototype. In the final stage, the proposed approach is
evaluated according to inventory performance. The numerical analysis shows that the
proposed methodology forecasts the sales with reasonable accuracy and low complexity,
and provides a reduction in inventory management costs.

Keywords: Data mining, clustering, forecasting, dynamic time warping (DTW),
multivariate adaptive regression splines (MARS), support vector regression (SVR)

2018, x + 109 pages.



OZET
Yiksek Lisans Tezi

BIR FORKLIFT DAGITICISINDA VERI MADENCILIGI UYGULAMASI

Pratiwi Eka PUSPITA

Uludag Universitesi
Fen Bilimleri Enstitusi
Endiistri Miihendisligi Anabilim Dali

Damisman: Doc. Dr. Tiilin INKAYA

Satis tahmini bugiiniin is ortaminda hayati bir role sahiptir. Bir sirkette, dogru ve gilivenilir
satig tahminleri, iiretim planlama siirecinin esas dayanagidir. Bu ¢alismada, bir forklift
distribiitorii i¢in veri madenciligine dayali bir tahmin metodolojisi 6nerilmistir. 1998 ve
2016 yillar1 arasinda 100 farkli forkliftin aylik satis verileri kullanilmistir. Onerilen
metodolojinin ii¢ asamas1 vardir. Ilk asamada, benzer satis yapilar1 iceren Urlnler
hiyerarsik kiimeleme kullanilarak belirlenmistir. Uriinler arasindaki benzerliklerin
Olgilmesinde dinamik zaman biikkmesi (DTW) kullanilmistir. Kiimelerin sayisi,
heterojenlik ve homojenlik kriterleri kullanilarak belirlenmistir. Her kiime ic¢in kime
prototipleri kiime medoidleri ve DTW agirlik merkezi ortalamasi (DBA) metodu temel
alinarak bulunmustur. ikinci asamada, 6znitelikler ¢ikarilmistir. Miktar, egilim, biiyiime
ve oynakligi karakterize eden Ozniteliklerin yanmi sira verideki diizensiz araliklar
belirlemek igin yeni 6znitelikler 6nerilmistir. Ayrica, dnemli 6znitelikler ¢cok degiskenli
uyarlanabilir regresyon egrileri (MARS) kullanilarak segilmistir. Ardindan, her bir kiime
prototipi igin bir tahmin modeli olarak destek vektor regresyonu (SVR) kullanilmustir.
Son agamada, onerilen yaklasim envanter performansina gore degerlendirilmistir. Sayisal
analiz, Onerilen metodolojinin satiglart makul dogruluk ve diisiik karmasiklikla tahmin
ettigini ve envanter maliyetlerinde azalma sagladigini gostermektedir.

Anahtar Kelimeler: Veri madenciligi, kiimeleme, tahmin, dinamik zaman bikmesi

(DTW), c¢ok degiskenli uyarlanabilir regresyon egrileri (MARS), destek vektor
regresyonu (SVR)

2018, x + 109 sayfa.i



ACKNOWLEDGMENTS

I would like to express my gratitude to my advisors, Assoc. Prof. Dr. Tiilin INKAYA and
Assist. Prof. Dr. Mehmet AKANSEL for the guidance during the research. They are the
best supervisors | have ever met. | really benefit their excellent knowledge that is helpful

to improve my skill in doing research.

| also would like to thank Prof. Dr. Erdal EMEL, Prof. Dr. Ismail EFIL, Prof. Dr. Cenk
OZMUTLU, Prof. Dr. Seda OZMUTLU, Assoc. Prof. Dr. Ali Yurdun ORBAK, Assoc.
Prof. Dr. Fatih CAVDUR, Assoc. Prof. Dr. Betul YAGMAHAN, Assist. Prof. Dr. Tiirker
OZALP, and Assist. Research Dr. flker KUCUKOGLU, who let me experience the

awesome education in Turkey.

A bunch of thanks goes to my friends, Sara, Hande, ilknur, Muge, Zeynep, Elif, Enis, and
many others. Without them as good friends, | couldn't be able to deal with the barrier

language during the courses.

Of course, the highest gratefulness to Allah, then to the members of my family. Thanks
to my lovely husband, my parents, also sisters and brother for supporting and encouraging

me.



TABLE OF CONTENTS

Page

ABSTRACT ..ottt bbbttt et e b et et e Rt et e bt ene et nerennens [
(74 =3 IO OO TR U RORPURRRROO ii
ACKNOWLEDGMENTS ...ttt e nnae e eeanne s i
LIST OF NOTATIONS AND ABBREVIATIONS ..o vi
LIST OF FIGURES ..ottt viii
LIST OF TABLES ..ottt X
L INTRODUCTION ..ottt e et e e snae e e nnae e e nnn e e e nnnes 1
2. THEORETICAL FUNDAMENTALS AND LITERATURE REVIEW...................... 3
A R 0T (Tt 1 [ o S PRSS SRS 3
2.2. DA IMIINING ©.ovieieciicce ettt s te e be st e sre e re e e e areete s 5
2.3. Data Mining Based Forecasting for Inventory Management............ccccoovvenennnen. 8
2.4. The Contribution Of the THESIS ......ccceiiiieiieecee e 9

3. MATERIAL AND METHODS ......ccocoiiiiiitieiee ettt 10
BLL MIALEIIAL ...ttt 10
KB |V 1= 1 oo TSRS SRR 10
3.2, 1. CIUSEEIING vttt bbbttt b et sbeebeene s 11
3.2.2. DiSSIMIArTtY MEASUIE .....c.eeiiiiitiitiitieieeieee et 15
3.2.3. Multivariate adaptive regression SPHNES.........cccvevveiieieiiiecee e 21
3.2.4. DECISION TIBES ....vevieteeieetieie sttt ste sttt et et et et b e be et e s bt es e e s et esbentesbesbeabeaneaneas 22
3.2.5. SUPPOIT VECTOF FEGIESSION......euvivitiitisteetieteeee ettt sttt sttt b et sbe e sbe e eneas 24
3.2.6. Proposed MethodolOgy .........coeieiiiiiiiieieie e 27
3.2.7. Evaluation of the Inventory Performance ...........cccccoove e 31
A, RESULTS .ottt bttt se et et b e bt neene e 36
4.1. CoMPANY’S OVEIVIEW.....eiiuiiiieieieerireeiee st e st e e e esneeaneesneeaneens 36
4.2, SAIES DALA.......ecueeieiieii ettt ae e e e s 36
4.3. Parameter Settings and Performance Criteria..........cccovvvevieiiievie e 38
4.4, NUMEFICAl RESUILS ... e 39
4.4.1. PreproCesSiNg FESUITS .......coue it 40



4.4.2. CIUSEEIING FESUILS....c.eiiiieeie sttt sre e 40

4.4.3. Feature extraction and Selection reSultS .........ccocveeiieieiie e 44
4.4.4. Cluster’s CharaCteriSTICS .....uuvieiiiiuieeeiiiiire e e iiiee e e st e e e e st e e e e srr e e e s s e e e e s nnneeeeesnnees 45
4.4.5. FOrCASING FESUILS. .....cviiieiieiteeie sttt te et sre e esre e e 47
4.4.6. Results of inventory performance ............coooeriiiieieninisieeeeee e 54
5. DISCUSSIONS AND CONCLUSION .....oooiiiiieieieiiese et aneas 59

5.1, DISCUSSION ...ttt stttk b bbbt ettt bbb ens 59

5.2. CONCIUSION ...ttt bbb 59
REFERENGCES. ... .ottt e et e e nna e e e nnae e e 61
APPENDICES ...t nae s 67
Appendix 1. Dendrogram Using Euclidean DiStance ............cccocvvveiiveiiiiieiieese e 68
Appendix 2. Dendrogram Using DTW DIStanCe ........ccccviveieerieeieiiese e seesie e seennens 69
Appendix 3. Cluster Assignments for k=7, k= 16, and K=27 ...........ccceecvrvvriverirsirsiennnnns 70
Appendix 4. Features WIthOUt MARS ... s 71
Appendix 5. Selected Features by MARS for Each Cluster Prototype........c.cccccceeveennn. 78
Appendix 6. The Rules Generated by the DeciSion Tre€.........cccvevvevieriiiieiieve e 85
Appendix 7. Minitab Outputs of Wilcoxon Signed Rank Test ...........ccccooeivniincriinnennns 87
Appendix 8. Evaluation of Inventory Performance for Item 26 .............cccccoeieivnenen. 108
CURRICULUM VITAE ..ottt et tte et snne e nnae e 109



LIST OF NOTATIONS AND ABBREVIATIONS

Notations

N = ONNT X ZI XL TO

Abbreviations
ANFIS

ARIMA
ARMAX
BPN
CART
CMACNN
CWRT
DBA
DMF
DTW
EOQ

ES
EWMA
GA

HC

HW

ICA

ID3
LRSVM
MA

MAD

Description

bias

cluster prototype

coefficient

distance

Kernel function

Lagrangian multiplier
number of basis function
number of clusters
probability belong to a specified class
sequence of time-series data
slack variable

total number of classes
vector of time-series data
warping path

weight vector

Description

Adaptive Network-Based Fuzzy Inference System

Autoregressive Integrated Moving-Average
Autoregressive Moving Average Exogenous
Backpropagation Neural Network
Classification and Regression Tree

Cerebellar Model Articulation Controller Neural Network

Cross-Words Reference Template

DTW Barycenter Averaging

Data Mining-Based Forecasting

Dynamic Time Warping

Economic Order Quantity

Exponential Smoothing

Exponentially Weighted Moving Average
Genetic Algorithm

Hierarchical Clustering

Holt-Winters

Independent Component Analysis
Iterative Dichotomiser

Hybridization of Logistic Regression and SVR
Moving Average

Mean Absolute Deviation

Vi



Abbreviations
MAPE

MARS
MSE
NLAAF
PNN
PSA
PSO
RBF
RFID
RMSE
RTW
SD
ShapeDTW
STW
SVM
SVR
SWM
WDTW
WGSS

Description
Mean Absolute Percentage Error

Multivariable Adaptive Regression Splines
Mean Square Error

Nonlinear Alignment and Averaging Filter
Probabilistic Neural Network

Prioritised Shape Averaging

Particle Swarm Optimization Algorithm
Radial Basis Function

Radio Frequency IDentification

Root Mean Square Error

Regression Time Warping

Standard Deviation

Shape DTW

Segment-wise Time Warping

Support Vector Machine

Support Vector Regression

Scaled and Warped Matching

Weight DTW

Within Group Sum of Squares

vii



LIST OF FIGURES

Page
Figure 3.1. Example dendrogram (Sayad 2018) .........ccccceeiveiieriiiiesiese e 12
Figure 3.2. Linkage types used in hierarchical clustering, (a) single linkage, (b)
complete linkage, and (c) average linkage (Sayad 2018) .........cccccceverirrinieniiesiieseeine 12
Figure 3.3. DBA iteratively adjusting the average of two sequences (Petitjean et al.
70 ST PS 14
Figure 3.4. Clustering results using (a) Euclidean distance and (b) DTW distance
(Keogh and Pazzani 2000) ..........ccueruerieriirieniisieseeeeie ettt 17
Figure 3.5. Alignment between two sequences produced by (a) Euclidean distance and
(b) DTW distance (Keogh and Pazzani 2000) ...........ccceveeveiieieerie e e e sve e 17
Figure 3.6. Warping path (Keogh and Pazzani 2000) ..........ccccccvivveiiieieeiieseeie e 18

Figure 3.7. Calculation of the similarity between two items based on the Euclidean
distance; (a) a sample part of the dendrogram, (b) sequences 36 and 41............cccccoe..... 20

Figure 3.8. Calculation of the similarity between two items based on DTW distance; (a)

a sample part of the dendrogram, (b) sequences 36 and 82 ............ccccevevvevveviesicceennns 20
Figure 3.9. Piecewise linear basis function (Taylan and Yerlikaya-Ozkurt 2010)........ 21
Figure 3.10. DECISION TrEE ......ouiiiiiieiieeie et 24
Figure 3.11. Transformation of the nonlinear problem to linear form in SVR

(KEINEISVIM, 2018)....ccuiiieieiie ettt ettt et e sre e te e snaeras 27
Figure 3.12. Flowchart of the proposed methodology .........cccecvivieiievicc e 29
Figure 3.13. Flowchart of the inventory management procedure ............ccccocevvrerennnnn 32
Figure 4.1. Sales pattern of four example products............cccooeriiiiiiniienci e 37
Figure 4.2. Times series sequences for items 60-8FD25 and 60-8FD15.............c......... 37
Figure 4.3. Histogram of the intermittency levels for all products ............ccccceoveiieenns 38

Figure 4.4. Evaluation of the number of clusters with respect to homogeneity and
NETErOgENEITY MEASUIES .......viiiieiieiieie ettt bbb 41
Figure 4.5. Dendrogram for k=7 (blue rectangles show the seven clusters) .................. 42
Figure 4.6. Cluster members for k=7 and DBA setting (red lines show the cluster

FEPIESENTATIVES) ...ttt ettt bbbt bbb bbbt be s 43

viii


file:///D:/turkiye/lulus/R/writing/thesis/draft/FINAL/PRATIWI_EP_11.docx%23_Toc507056297

Figure 4.7. Decision tree for k=27 (N and loss denote the number of total points and the
number of misclassified points, and yval denotes the cluster label.) ..........c.ccocverrneenne. 46
Figure 4.8. Non-dominated solutions with respect to the forecasting error and

(010] 0] 0] (=0t Y7 SO USRS 53
Figure 4.9. Comparison of the scenarios in terms of total cost with different initial
inventory levels for (a) item 26 and (D) IteM 11 .....ccoviiiiiiiiieee e 57
Figure 4.10. Comparison of the scenarios in terms of IT with different initial inventory
levels for (a) item 26 and (D) IteM 11.......ccooiiiiiiii e 58



LIST OF TABLES

Page
Table 3.1. List of the features (LU 2014).......ccvcieieeieee e 30
Table 3.2. List of the proposed intermittency features..........cccovvevveveiceevieece s 31
Table 4.1. Evaluation of the proposed intermittency features...........c.cccooevivevesieneennns 45
Table 4.2. Comparison of the forecasting methods.............cccovviniiiiiiie 50
Table 4.3. Percentage of error increase compared to the best method ...............c.ccoe... 51
Table 4.4. Relative comparison of the nondominated SOIULIONS ............cccccveveiieieennnne 53
Table 4.5. Evaluation of the inventory performance..........ccoovviirieieicie s 55


file:///D:/turkiye/lulus/R/writing/thesis/draft/FINAL/PRATIWI_EP_11.docx%23_Toc507056262

1. INTRODUCTION

Today, the advanced technology provides the opportunity to collect vast amounts of data
in the business environment. Data mining has emerged as an effective approach for the
discovery of interesting and hidden patterns in the data. It combines several disciplines
together including statistics, computer science, database management and machine
learning. The insights gained help companies support and improve their decision making

processes.

Several studies point out the importance of data mining in a business environment. A
study by Columbus (2015) points out that 89% of business leaders foresee data mining as
a revolution in business. Among them, 83% of them have pursued data mining projects
in their organizations. Furthermore, the respondents contribute to the survey by defining
one or more factors for the potential application areas of data mining in their organization.
They believe that it is profitable to predict customer behaviors (46%), to predict sales
(40%), and to predict fraud or financial risk (32%). Some other benefits of adopting data
mining to their organizations are finding correlation in the data (48%), analysis of social
network comments (29%), analysis of high-scale machine data (28%), identifying

computer security risks (29%), analysis of web streams (24%), and others (1%).

IBM Research (2011) claims that, using data mining, they are successful in the detection
of credit card frauds within three hours, analysis of 100 millions of PEPSICO’s
documents daily, analysis of the risk and stability of Wall Street hourly, filtering digital
rights of 500 billion photos per year, reducing the approval time of traffic problems to

two milliseconds per decision, and many others.

Another study by O’Marah et al. (2014) report a business survey which discusses the
advantages of data mining in the supply chain. The report highlights 64% of respondent’s
interest. Also, it attracts 31% of the respondents but they are not sure about the usefulness
of data mining. Only, the remaining 5% expresses a negative opinion. Some papers study
the real-life applications of data mining in filtering social media (He et al. 2013),



marketing (Radhakrishnan 2013), learning diseases (Austin et al. 2013), and customer

relationship management (Wei et al. 2013).

Motivated by these studies, this thesis proposes a data mining based forecasting
methodology for companies. Forecasting has a vital role in a company, as accurate and
reliable sales forecasting is the fundamental basis for the production planning process.
The adoption of data mining to forecasting innovates the traditional methods including
moving average (MA), autoregressive integrated moving-average (ARIMA), exponential
smoothing (ES), and Holt-Winters (HW) (Brockwell and Davis 2002). Instead of
traditional time series analysis, data mining is able to recognize the hidden patterns in a
dataset by measuring the similarities (Berndt and Clifford 1994, Keogh and Pazzani 2000,
Chen et al. 2012, Gérecki 2014, Lines and Bagnall 2015), reducing the dimensionality
(Chakrabarti et al. 2002, Barrack et al. 2015), conducting segmentation (Liao 2005, Chen
and Lu 2017), and finding outliers (Loureiro et al. 2004, (Murugavel and Punithavalli
2011).

In particular, data mining based forecasting is used to deal with the vast amounts of data.
It facilitates forecasting process as it can handle datasets with various characteristics such
as nonlinearity, outliers, intermittency, and so on. However, decision makers also
consider the trade-offs between accuracy and complexity (memory requirements) to
select the best technique of forecasting. When the product variety of a company increases,
it is difficult to develop forecasting methods for each product. Hence, it is important to
balance high accuracy and less complexity so that decision makers can apply the

techniques in their organizations, and results are interpretable.

In this thesis, the aim is to develop data mining based forecasting methodology which
achieves high accuracy with less complexity. In practice, the proposed methodology can

be applicable to a wide variety of companies including retailers, fast fashion, and so on.



2. THEORETICAL FUNDAMENTALS AND LITERATURE REVIEW

Data mining based forecasting has been studied widely. This chapter provides several
studies about estimating future trends. It is organized into four subsections. Section 2.1
discusses the importance of using an appropriate method in forecasting so that companies
maintain their competitive advantage. Section 2.2 provides data mining applications in
forecasting. Section 2.3 discusses the benefits of data mining based forecasting for

inventory management. Section 2.4 emphasizes the major contributions of the thesis.

2.1. Forecasting

Sales forecasting is a tool used by decision makers to estimate the future outcomes based
on the historical data (Mentzer and Moon 2004). This system should be designed
accurately in order to improve the performance of supply chain, i.e. lower inventory cost,
smoother production plans (Zhao et al. 2001), reduced stock outs (Wisner et al. 2014),
satisfied customers (Moon et al. 2003), and reduced bullwhip effect (So and Zheng 2003).

There are various approaches for sales forecasting. It is important to select the appropriate
method according to the data type. Choi et al. (2014) indicate that forecasting methods
are selected considering their assumptions about time series data. Note that, time series
data refer to the observations measured sequentially over a time horizon. For this reason,
it is critical to understand the behavior of the time series (Brockwell and Davis 2002).

Some widely known methods for dealing with time series forecasting are statistical
models. These techniques find the patterns of the input data in order to model a suitable
equation. This category includes moving average (MA), single exponential smoothing
(Brown 1959), Holt-Winters model (Winters 1960), and autoregression integrated
moving average (ARIMA) (Box and Jenkins 1976). However, Boylan and Syntetos
(2010) claim that the traditional methods fail in time series data with noise, outliers,

intermittency, and so on.

Intermittent data is characterized as random data with a large proportion of zero values

(Syntetos and Boylan 2001), and forecasting is difficult due to its high variability. Several

3



methods are developed to handle intermittent data, such as Croston’s method (Croston
1972), adjusted exponentially weighted moving average (EWMA) (Johnston and Boylan
1996), adjusted Croston’s method (Syntetos and Boylan 2001), bootstrapping (Snyder
2002), modified Holt (Altay et al. 2008), and advanced Holt-Winters (Bermudez et al.
2006).

In fact, real-life data may be non-stationary, non-linear, insufficient, and they may also
include high fluctuations. To overcome these problems, data mining based forecasting
methods such as support vector regression (SVR), backpropagation neural network
(BPN), and cerebellar model articulation controller neural network (CMACNN) (Lu et
al. 2012) have been developed.

A number of studies suggest that SVR has gained considerably wider acceptance in time
series forecasting, including intermittent data (Bao et al. 2005), due to its strengths
compared to other approaches (Levis and Papageorgiou 2005, Yu et al. 2013). Nalbantov
et al. (2007) claim that SVR can be used to avoid overfitting problems and to improve the
robustness of outlier detection. In addition, Thissen et al. (2003) explain that SVR
implementation has advantages, such as finding a globally optimal solution and
calculating a nonlinear solution efficiently. Das and Padhy (2012) discuss the advantage
of SVR in forecasting the non-linear time series of stock market compared to the use of
back propagation neural network (BPN). Zuo et al. (2014) obtain the best outcome with
SVR model compared to linear discriminant analysis, logistic regression, and Bayesian
network for the Radio Frequency Identification (RFID) data of consumer in-store

behavior.

Hybridization of SVR with other methods improves the accuracy. Wisner et al. (2014)
state that integrated forecasting is expected to reduce large errors. Hua and Zhang (2006)
conclude that hybridization of logistic regression and SVR (LRSVM) outperforms the
forecasting methods for intermittent time series such as Croston’s method, Markov

bootstrapping, and single SVR.

Some studies focus on feature selection to generate a better SVR. Lu et al. (2009) apply

an independent component analysis (ICA) in order to remove the features containing

4



noisy values. ICA together with SVR results in better accuracy in forecasting financial
time series compared to pure SVR. Lu et al. (2012) also perform feature selection, and it
utilizes multivariate adaptive regression splines (MARS) with SVR. In a recent study, Lu
(2014) extracts additional features adopted from technical indicators of the stock market,

and characterizes different properties of the data set, i.e. trend, growth, and volatility.

The details of data mining based approaches are given in Section 2.2.

2.2. Data Mining

Forecasting can become a difficult task when there is 1) no previous sales for an item (in
the case of launching new items), 2) a massive sales dataset for a large number of items,
and 3) a need for descriptive features to determine the customer’s behavior. Thomassey

(2010) claims that data mining can be used to resolve these issues.

Data mining is an effective tool for business intelligence to discover the patterns and
knowledge from massive data sets (Gorunescu 2011). Sharma (2014) lists the reasons of
using data mining: 1) large data with insufficient information, and 2) necessity to extract

the useful information and patterns from the data.

Data mining tasks could be predictive and descriptive. Descriptive methods such as
clustering and association rule mining extract the general characteristics of the dataset.
Predictive methods such as classification and regression make predictions using the

existing datasets.

Clustering is to partition the data set into disjoints clusters according to their similarity
values (Han et al. 2012). Clustering is adopted for customer segmentation so that
customers with similar characteristics and sales patterns are grouped. Therefore, some
clustering algorithms have been applied for customer segmentation. Customer
segmentation can be performed using 1) categorical variables, i.e. purchased frequency
(Bala 2012) and customer’s background (Biscarri et al. 2017), or 2) time series data (Lu
and Kao 2016, Chen and Lu 2017). The algorithms used in clustering-based forecasting
are hierarchical clustering (Huber et al. 2017, Biscarri et al. 2017), k-means (Kuo and Li

5



2016, Dai et al. 2015), fuzzy c-means (Bao et al. 2004), and association rules (Tsai et al.
2009, Xiao et al. 2011). Kuo and Li (2016) and Dai et al. (2015) apply k-means algorithm.
Then, they use SVR to predict the forecasts for each cluster. Murray et al. (2017) claim
that clustering task is helpful to forecast the sales of a large number of customers. Since
segmenting the customers into groups based on their similar buying behaviors can
simplify forecasting. Hyndman et al. (2014) support that clustering allows to handle the
forecasting for large datasets due to: 1) individual prediction is too costly, and 2)
aggregation of the entire models are not effective because of noise. Murray et al. (2015)
emphasize that clustering customers is also convenient for examining their sales data,

even when the descriptive features are not available.

In clustering, the similarities among the objects are measured using various distance
functions. The Euclidean distance defined by Agrawal et al. (1993) is often used to
calculate the similarity between two objects. It is used in various studies on clustering-
based forecasting (Thomassey and Fiordaliso 2006, Kumar and Rathi 2011, Chen and Lu
2017). Nevertheless, Euclidean distance is not a proper function for the datasets with
different lengths (Keogh 1997). For this reason, an elastic measure, dynamic time
warping (DTW) (Berndt and Clifford 1994), is introduced. DTW algorithm aligns a pair
of sequences by warping their vectors iteratively. It measures the cost matrix between the
assigned vectors through the Euclidean distance. The goal is to achieve an optimal match,
which relates the vectors in two sequences, by minimizing the total cost. There are also
other measures such as regression time warping (RTW) (Lei and Govindaraju 2004),
segment-wise time warping (STW) (Zhou and Wong 2005), scaled and warped matching
(SWM) (Fu et al. 2008), weighted DTW (WDTW) (Jeong et al. 2011), and Shape DTW
(ShapeDTW) (Zhao and Itti 2018). A comprehensive explanation of DTW can be found
in Section 3.2.2.

Meanwhile, Han et al. (2012) explain that classification task has the advantage of
characterizing the dataset. It identifies the data points which belong to a group.
Thomassey and Fiordaliso (2006) cluster a large number of apparel items, and, then,
classify them to describe the characteristics of sales data. It is helpful to determine the

relations between the sales data and the descriptive criteria, which may influence the



apparel sales, i.e. weather, holiday, promotions, and economic environment. In terms of
prediction, C4.5 algorithm associates the new products with the closest clusters and uses
its prototype to determine the future sales. Moreover, Thomassey and Happiette (2007)
focus on a similar problem, and they introduce Probabilistic Neural Network (PNN) as a

classifier.

Numerous studies conclude that a decision tree classifier provides benefits in analyzing
customers’ behaviors (Biscarri et al. 2017) and prediction (Ou and Wang 2009, Lai et al.
2009, Kirshners et al. 2010, Kumar and Rathi 2011). It could be utilized both for
categorical variables (classification tree) and continuous variables (regression tree). An
early algorithm for decision tree construction is ID3 (lterative Dichotomiser) (Quinlan
1986) and followed by C4.5 (a successor of ID3) (Quinlan 1993) and Classification and
Regression Tree (CART) (Breiman et al. 1984). According to Duch et al. (2004), C4.5
algorithm is widely used in many applications. However, CART algorithm is more

suitable for numerical problems.

The integrated application of clustering and classification is also used in order to improve
forecasting accuracy when the dataset is too large and noisy. Thomassey (2010) combines
k-means clustering and decision tree to forecast sales in clothing industry. In the first task,
items are segmented into clusters according to the similarity of their sales curves. It aims
to reduce the complexity and noise (Witten et al. 2011). Cluster prototype, namely cluster
medoid, is determined to represent the sales pattern of each cluster. In the second task, a
classification model is performed for each cluster to determine the relations between the
prototypes of sales and descriptive criteria. The classifier assigns a new item to one of the
cluster prototypes based on its descriptive criteria. The future sales of new items are
predicted through the cluster’s prototype by applying an adaptive network-based fuzzy
inference system (ANFIS), autoregressive moving average exogenous (ARMAX), and

Holt-Winters approach.



2.3. Data Mining Based Forecasting for Inventory Management

Inventory management is the process of satisfying the customer demand on time while
keeping the inventory cost at the minimum level (Coyle et al. 2003). It basically serves
two goals (Reid and Sanders 2007): 1) assuring the availability of required materials, and

2) balancing customer satisfaction and total cost.

Data mining is an emerging tool for inventory management. Tsai et al. (2009) adopt
agglomerative hierarchical clustering technique to learn the order demand behavior. The
highly correlated items, i.e. jointly ordered, are clustered into the same group, whereas
low correlated items are ordered separately. The goal is to determine the items that would
be substituted for each other so that can-order policies can be applied in the joint
replenishment problem. The maximum total profit is obtained from the scenarios which

include clustering strategies.

Another application of data mining in inventory management is promoted by Xiao et al.
(2011). They classify inventory items based on the lost profit rule. The authors develop
ABC classification to distinguish the importance of items by considering not only the

sales profit, but also the lost profit.

Meanwhile, Bala (2010, 2012) offers the use of data mining with forecasting to optimize
the inventory level. Bala (2010) applies classification to extract the behavior of the
purchased demand. Customers are segregated according to their total of purchased items.
Then, their profiles are determined with a decision tree classifier, and the important
factors that may affect purchasing behavior are found. Afterwards, ARIMA is used to
forecast the future sales for each class. The proposed approach gives the smallest error
compared to the pure ARIMA forecasting. Considering a periodic review policy, the
proposed forecasting method attempts to analyze the multi-item inventory replenishment
with respect to the inventory level and customer service. (Bala 2012) uses the same idea
to classify the customers regarding the purchased items. The difference is that he applies
classification to select the important attributes based on the target classes. He then uses

the selected features, i.e. gender, income, number of children, level of education and



domicile of the province, to do the clustering procedure. He considers the clustering-
based forecasting to predict the sales with ARIMA method.

2.4. The Contribution of the Thesis

This thesis proposes a new framework for data mining based forecasting and inventory
management. First, the items having similar sales patterns are determined using
hierarchical clustering. The sales data may have unequal lengths of sequences, so
different from the previous studies, we adopted the DTW as a distance measure in

clustering-based forecasting. We also determined the representatives of each cluster.

Second, features are adopted from time series classification. In addition to these, new
features are proposed for intermittent data. Then, feature selection is performed using
MARS. Next, SVR is used for sales forecasting.

Third, the inventory performance of the proposed approach is examined in terms of total

inventory cost and inventory turnover (IT).

As a summary, the contributions of this thesis are as follows:

1. A new forecasting methodology based on data mining is proposed. The proposed
methodology integrates clustering, feature extraction, feature selection, and
prediction tasks of data mining.

2. Different from the previous studies, we adopt the DTW as a distance measure in
clustering-based forecasting.

3. New features are developed for intermittent data.



3. MATERIAL AND METHODS

This chapter explains the material and methods used in data mining-based forecasting
(DMF). Section 3.1 gives information about the material studied in the thesis. Section 3.2

explains the methods used throughout the study.

3.1. Material

In this thesis, the sales dataset of a company offering a high product variety is considered.
The dataset consists of several time series sequences. Each sequence denotes the amount
of sales for a product, and it may have multiple zero values, called as intermittency. In

the rest of the thesis, the terms dataset and time series sequence are used interchangeably.

The aim of the study is to develop a forecasting methodology with high accuracy and less
complexity. High accuracy corresponds to minimum forecasting error, whereas less
complexity corresponds to having less number of features (predictor variables) and

forecasting models.

3.2. Methods

The methods used in this thesis are explained in the following subsections. Section 3.2.1
introduces the clustering methods. Section 3.2.2 compares the clustering performance of
two dissimilarity measures. Section 3.2.3 presents multivariate adaptive regression
splines to select the useful predictor variables. Section 3.2.4 explains decision trees to
determine the clusters’ behaviors. Section 3.2.5 exhibits support vector regression for
forecasting. Section 3.2.6 presents the proposed approach. Section 3.2.7 describes the

evaluation of the inventory performance.
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3.2.1. Clustering

Han et al. (2012) define clustering as a task to divide the objects based on their
similarities. This task includes the discovery of the hidden patterns to gain insight. Also,

it simplifies the datasets by reducing the number of objects.

There are several methods for clustering such as partitioning methods, hierarchical
methods, density-based methods, grid-based methods, and model-based methods.
Partitioning methods directly decomposes the datasets into the given number of clusters.
It starts with initial cluster centers, and uses an iterative relocation technique to move
objects among groups so that partitioning improves. In general, the number of clusters is
given a priori. Reversely, hierarchical methods do not require the number of clusters.
Density-based methods determine clusters from the regions having higher density.
Meanwhile, grid-based and model-based methods use grids and probability distributions
to build clusters, respectively. In this study, hierarchical clustering is used, so it is
explained in detail as follows.

Hierarchical clustering

Hierarchical clustering (HC) groups data objects into a tree of clusters. It generates a
dendrogram which can be cut to a certain height to determine the desired number of
clusters (Han et al. 2012). According to the hierarchical decomposition methods, there
are agglomerative (bottom-up) and divisive (top-down) approaches. In the agglomerative
approach, each cluster is initialized by a data object, and then clusters having closer
similarity are merged until all objects are in a single cluster. The divisive version works
in the opposite direction of the agglomerative version. Figure 3.1 depicts an example of

dendrogram with a horizontal line which cuts the data set into four clusters.

The similarity among clusters are defined using the linkage type. Single linkage measures
the minimum distance between the two objects in different clusters (Figure 3.2 (a)).
Complete linkage calculates the maximum distance between the two objects in different
clusters (Figure 3.2 (b)). Average linkage finds the average distances between the object

pairs in different clusters (Figure 3.2 (c)).
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Dendrogram

Agglomerative Divisive

U

Figure 3.1. Example dendrogram (Sayad 2018)

(@) (b)

Figure 3.2. Linkage types used in hierarchical clustering, (a) single linkage, (b)

complete linkage, and (c) average linkage (Sayad 2018)

HC can also be used with various distance measures including DTW. The technique to

measure the distance between objects will be explained in more detail in Section 3.2.2.
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Cluster prototype

A cluster prototype is the representative of the members in a cluster. Note that the term
prototype is adapted from Hautamaki et al. (2008). Instead of using all members of a
cluster, the cluster protoype is used to represent the characteristics of the associated

cluster. In the literature, there are several approaches to obtain the cluster prototype.

Medoid approach

In time series clustering, cluster medoid is commonly used as a prototype (Hautamaki et
al. 2008). That is, the data object having the minimum total distance to the other cluster

members is selected as the prototype:

H; = arg min Z d(Sw ) (31)
T skE S

where H; is the prototype for cluster i, d is the distance measure, Sk is the data object k,

and C;i is the set of data objects in cluster i.

DTW barycenter averaging (DBA) approach

Another method for finding cluster prototype is DTW Barycenter Averaging (DBA)
(Petitjean et al. 2011). DBA outperforms most of the existing methods of averaging, i.e.
nonlinear alignment and averaging filter (NLAAF), prioritized shape averaging (PSA)
(Anh and Thanh 2015), cross-words reference template (CWRT) (Soheily-Khah et al.
2015).

This approach minimizes the sum of squared DTW distances from the average sequence,
namely barycenter, to the other time series sequences in the cluster. Technically, let
S$={S1,..,Sn} be the sequences of time series in the cluster, and C = (C;, C5, ..., C;) be the

average sequence of S at iteration i. DBA starts with the initial average sequence, and it

13



iterates so that the within group sum of squares (WGSS) with respect to the other

sequences is minimized as follows:

WGSS(C) = Y dirw(C,Sk) (3.2)

where dprw is the DTW distance between the average sequence (C) and k" sequence of

time series in the cluster (Sk), and N is the number of time series sequences in the cluster.

In each iteration, two steps are performed: 1) DTW distance between the average
sequence (barycenter) and each time series sequence in the cluster is computed, and 2)
each coordinate in the average sequence is updated as the barycenter of the coordinates
associated to it. Figure 3.3 shows four iterations of DBA on an example with two

sequences.

Figure 3.3. DBA iteratively adjusting the average of two sequences (Petitjean et al.
2011)
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Let C' =(C{,C;, ...,Cy) be the update of C at iteration (i+1). Each coordinate of the
barycenter is defined in an arbitrary vector space E, Vt € [1, T], C, € E. The t coordinate

of barycenter is then written as:

C{ = barycenter(assoc(C;)) (33)

where function assoc links each coordinate of the average sequence to one or more

coordinates of the sequences of S, and function barycenter is defined as:

barycenter{X;, ..., Xy} -

where X; denotes associated coordinates and « denotes the total number of associations.

3.2.2. Dissimilarity measure

Dissimilarity measure calculates the distance between two objects. The small value of the
measure indicates that the two objects have close similarity, and they can be grouped
together in the same cluster. Contrarily, the high value of the measure shows the
dissimilarity between two objects, so they should be assigned to the different clusters.

There are several measures to define the dissimilarity among the objects.

Euclidean distance

The Euclidean distance is defined as follows (Agrawal et al. 1993):

A X) = | ) (= %)’ (35)
k=1
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where d is the Euclidean distance between pairs, X; and X; are the sequences i and j,
respectively, Xik and X« are the kth observations of sequences i and j, and n is the length

of sequence.

Euclidean distance is used in several fields such as bioinformatics (Tsai and Yu 2016),
pattern recognition (Greche et al. 2017), and so on. However, it is inconvenient to use
Euclidean distance under certain conditions. For example, Keogh and Pazzani (2000)
show that Euclidean distance is sensitive to noise, i.e. small distortions in the time axis.
Also, it calculates the similarity between a pair of sequences with equal lengths, whereas

time series data may have different lengths.

Dynamic time warping

Dynamic Time Warping (DTW) calculates the dissimilarity between two sequences with
unequal lengths (Berndt and Clifford 1994). Figure 3.4 (a) and (b) show the comparison
of clustering results using the Euclidean and DTW distances, respectively. In Figure 3.4
(a), sequences 1 to 3 have approximately the same shape, and sequence 4 is a stright line.
However, sequences 3 and 4 are considered similar using Euclidean distance. Meanwhile,
Figure 3.4 (b) defines that the similarity between sequences 1 and 2 is high using DTW,
and, also, these sequences are closer to sequence 3.

DTW has a sophisticated calculation to measure the distances compared to the Euclidean
distance. Euclidean distance aligns i point in one sequence with i point in the other
sequence (one-to-one point) (Figure 3.5 (a)). DTW extracts a warping path to align the

nonlinear sequences (many-to-one or one-to many point) (Figure 3.5 (b)).
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(@) (b)

Figure 3.4. Clustering results using (a) Euclidean distance and (b) DTW distance
(Keogh and Pazzani 2000)

(@) (b)

Figure 3.5. Alignment between two sequences produced by (a) Euclidean distance
and (b) DTW distance (Keogh and Pazzani 2000)

A warping path, W, depicts a mapping between two sequences Q=(Qu,..,0m) and
P=(p1,..,pn) of lengths m and n, respectively. Figure 3.6 illustrates the warping path W for
sequences Q and P, and the matrix element (i,j) aligns gi and pj. Then, the k™ element of
W is defined as wk=(i, j)x and the warping path becomes:

W =wy, .., wg max(m,n) < K<m+n-1 (3.6)
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Figure 3.6. Warping path (Keogh and Pazzani 2000)

10

The warping path until the k™ element of W can be found using dynamic programming to

assess the following recurrence function:

e Boundary conditions require the path to start from wy = (1,1) and to finish at wi=
(m, n) in diagonally opposite corner of matrix.

e For continuity, the allowable steps are restricted, i.e. given wkx = (a, b) then wi.1 =
(@', b") where a-a'<1 and b-b'<I.

e Givenwi=(a, b) then w1 =(a', b)) wherea-a'>0and b - b' > 0, the points in W

are forced to be monotonical.

The warping path until k™ element of W can be found using dynamic programming to

assess the following recurrence function:
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v(i,)) =d(q,p;) +min{ y(i-1,j) i>1j>1 (3.7)
y(@,j—1)

where y (i, j) is the cumulative distance, and d(qi, p;) is the Euclidean distance between

points gi and pj.

The value of warping path, W, is then minimized through a simple calculation:

K
DTW(Q, P) = min {Z wk} (38)

k=1

In order to calculate the distance accurately, the DTW’s constraints including step pattern,
window type, and window size, need to be adjusted (Giorgino 2009). Step pattern controls
whether the repeated elements are consecutively matched or skipped. It can be symmetric
or asymmetric. The others, i.e. window type and window size, limit warping curves to
enter the certain regions of the plane. These types are illustrated as Sakoechiba (Sakoe
and Chiba 1978), Itakura (Itakura 1975), and slantedband (Giorgino 2009).

Euclidean distance versus DTW

The use of Euclidean distance and DTW is compared using the dissimilarity of a pair of
time series. Appendices 1 and 2 display the dendrograms for the Euclidean distance and
DTW, respectively. In the dendrogram, sample items, i.e. items 82, 36, and 41, are
considered. Based on the Euclidean distance, the similarity between items 36 and 41 is
higher than the similarity between items 36 and 82 (Figure 3.7 (a)). However, the vice
versa is true for DTW (Figure 3.8 (a)). Figure 3.7 (b) shows that the Euclidean distance
does not reflect the similarity between items 36 and 41. Meanwhile, Figure 3.8 (b) denotes
that items 36 and 82 have similarities. These graphs support the claim of Tormene et al.
(2009) that DTW is a better similarity measure for time series data. Therefore, in this

thesis, DTW is used in clustering the items.
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Figure 3.7. Calculation of the similarity between two items based on the Euclidean
distance; (a) a sample part of the dendrogram, (b) sequences 36 and 41
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Figure 3.8. Calculation of the similarity between two items based on DTW distance;
(a) a sample part of the dendrogram, (b) sequences 36 and 82
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3.2.3. Multivariate adaptive regression splines

Multivariate Adaptive Regression Splines (MARS) is a nonparametric regression
procedure to model the interactions between dependent and independent variables
without any assumption about their functional relationship (Friedman 1991). This method
can handle datasets with high dimensionality. Besides, MARS can investigate the
important variables without long training processes, and saves computation time (Lu et
al. 2012).

MARS uses the so-called basis function (t-x) and (x-t), where t is the knot of the basis
functions to approximate the linear or nonlinear relationships (Figure 3.9). Only positive
part of the basis functions is considered, otherwise it takes a value of zero.

_ _(x—t , X >t 39
(x—0)= {0 ,otherwise ( )

where X is the predictor variable, and t is a univariate knot.

Figure 3.9. Piecewise linear basis function (Taylan and Yerlikaya-Ozkurt 2010)

The general MARS function can be defined as follows:
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M Km
FOO=ag+ Y am| [[Skm,m) = tim)] (3.10)

where ap is the intercept, am is the coefficient of the model, M is the number of basis
functions, Km is the number of knots, Skm is the right/left position of the associated step
function, x(k,m) is the label of the independent variable, and txm is the knot location.

The technique starts with the simplest model of the basis function. It is followed by adding
the basis function (for each variable and for all possible knots) recursively so that
prediction error is minimized. This is called forward stepwise. It stops when Mmax iS
reached. Then, it continues with backward procedure to fix the overfitting. It decreases
the complexity without degrading the fit, and removes basis functions that contributes the
smallest increase in the residual squared error. It produces an optimal estimated model £,
with respect to the number of terms, a. Generalized cross validation (GCV) is used to

estimate the optimal value of a as follows:

?’:1(3’1’ - fa (x:))?

GCV =
o

(3.11)

where y; is the response variable, x; is the predictor variable, N is the number of sample
observations in the dataset, M(a) = u+dK with u is the number of independent basis
function, K is the number of knots selected in the forward process, and d is the penalty

for adding basis function.

3.2.4. Decision trees

Decision tree is a widely used supervised learning method (Han et al. 2012). It can be
used to predict both categorical and numerical class labels. It begins with a root node and

grows by splitting the training set into smaller subsets according to the attribute selection
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measure (internal node). It ends with the leaf nodes that show the class label or function
(Figure 3.10).

Commonly used measures to select the best attribute for splitting are information gain
(entropy), Gini index, and classification error (Tan et al. 2006). The measures are defined

as follows:

c
Entropy = — Z p; X log,(p;) (3.12)
i=1

c
Gini =1— Z(pi)z (3.13)

i=1
classification error = 1 — max(p;) (3.14)

4

where C denotes the total number of classes and pi is probability of belonging to class i.

These measures are based on the degree of the child node’s impurity. The attribute with
the lowest impurity is used in the process of splitting. The splitting process is repeated
until a stopping criterion is satisfied. Maimon and Rokach (2005) describe the stopping
rules as follows: 1) all points belong to the same class, 2) the maximum tree depth is
reached, and 3) the impurity value in a node is less than a threshold.

The algorithms such as ID3 and C4.5 use entropy to select the attributes for splitting,

whereas some algorithms like CART use Gini index.
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Figure 3.10. Decision tree

3.2.5. Support vector regression

Support vector regression (SVR) popularized by Vapnik (1998) uses the concept of
support vector machine (SVM) to forecast the nonlinear and high dimensional problems.

It is based on determining the loss function called e-insensitivity to penalize errors.

SVR can be formulated as (Vapnik 1998):

fx)= Ww-0(x))+b (3.15)

where w is a weight vector, x is the model input, @(x) is a kernel function to transform the

nonlinear inputs to linear form, and b is a bias.

The aim is to find a function f(x) that deviates at most € from the target values in the
training data {(x1, y1),..,(Xn, yn)} € R. The slack variables &; and & allow errors beyond ¢
precision. Therefore, the weight vector (w) and bias (b) are estimated using a convex

optimization problem as follows:
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Minimize:

2= IwlP? +czl<a+e;) (3.16)

Subject to:

yl_(W(p(xl))—ng-Ffl
(W () +b-y <e+& (3.17)
§&,60 =0, fori=1,..,n

where C > 0 is a constant coefficient to specify the trade-off between ||w||? (flatness of

function f) and the tolerance to deviations larger than e.

The parameters C and e-insensitivity are determined by the user. Several metaheuristics
have been applied to help determining the SVR parameters, like genetic algorithm (GA)
(Wu 2010), particle swarm optimization (PSO) (Safarzadegan Gilan et al. 2012),
differential algorithm (DA) (Wang et al. 2012), and firefly algorithm (FA) (Xiong et al.
2014).

Using Lagrangian multipliers and Karush-Kuhn-Tucker conditions, Equations ( 3.16 )

and ( 3.17 ) transform into the dual Lagrangian form as follows (Lu 2014):

Maximize:
n n
La(@a’) = e ) (@i +a) + ) (] = @)y, (3.18)
i=1 i=1
1 n
-5 2, (@i —a)(a — a;) K(xi, %)
ij=1
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Subject to:

n

{ §}£—a0=0 (3.19)
i=1

0<a; <C, i=1,..,n

<ar<c i=1..n

where ¢; and «; are the Lagrangian multipliers that satisfy a;; = 0, and K (x, x;) is the

Kernel function. The optimal weight vector becomesw* =Y (a; — a;) K(x, x;).

Hence, the general function of SVR can be written as:

n
f(xlw)=f(xl a, a*)=2(ai_a;)K(x1xi)+b (320)
i=1
The commonly used kernel is the radial basis function (RBF) which is defined as:
2
—|jxi — x| (3.21)

K(xl-,xj) = exp(T)

where ¢ denotes the width of the RBF.

Figure 3.11 shows an example for the transformation of the nonlinear inputs to linear

form.
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Figure 3.11. Transformation of the nonlinear problem to linear form in SVR
(KernelSVM, 2018)

3.2.6. Proposed Methodology

This thesis proposes a data mining-based forecasting (DMF) methodology for time series
data with unequal lengths and intermittency. It aims to achieve high forecasting accuracy

using less complex models and improve the inventory performance.

The flowchart of the proposed methodology is provided in Figure 3.12. In Step 1, the
sales data are collected. In Step 2, preprocessing operations are performed. That is, the
inconsistencies in the data set are cleaned. The products having no sales within the
planning horizon are removed. Also, the sales data of each product are cropped according
to the release and phase-out times. In Step 3, products with similar sales patterns are
identified using hierarchical clustering. The dissimilarities among the product sales are
calculated using DTW. The number of clusters is determined using the inter-cluster

heterogeneity and intra-cluster homogeneity. In each cluster, the cluster prototype is
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found by calculating cluster’s medoid and DBA. In Step 4, the features are extracted for
forecasting. In addition to the features proposed by Lu (2014), four new features are
introduced. Table 3.1 lists the features proposed by Lu (2014). They characterize the
amount, trend, growth, and volatility. Table 3.2 lists the proposed features to identify the
intermittency. IML is calculated as the ratio of the number of zero values to the number
of periods, and it considers the long-term intermittency. In IMM, first, subsequences are
formed in the time series such that a positive value precedes zero value(s) in the
subsequence, and the subsequence ends with a positive value. Then, the moving average
of their lengths are calculated. Since the last two subsequences are considered for the
moving average, IMM defines the mid-term intermittency. In order to define the short
term intermittency, IMS1 and IMS2 are proposed. IMS1 calculates the ratio of the recent
subsequence length to the number of zero values in the recent subsequence. Different
from IMM and IMS1, IMS2 starts a subsequence with a zero value (right after a positive
value). In IMS2, the number of zero values in the recent subsequence is divided by the
recent subsequence length. Basically, these features show the cyclic structure of the zero
demand and positive demand in the short, mid and long terms. In Step 5, MARS is used
to select the important features. In Step 6, characteristics of the clusters are specified using
decision tree. In Step 7, SVR 1is used to build a forecasting model for each cluster’s
prototype. The best forecasting method is selected according the accuracy and
complexity. In the last step, the performance of the proposed method is evaluated in terms

of inventory performance measures.
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Figure 3.12. Flowchart of the proposed methodology
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Table 3.1. List of the features (Lu 2014)

Variable Description Period | Characteristic
T1 X1 = C-yy Short term Amount
T2 Xy = Ce—p) Short term Amount
T3 X3 = Ce-3) Short term Amount
T5 Xy = Ces) Mid term Amount
T10 Xs = C(¢-10) Mid term Amount
T15 X6 = C(t-15) Long term Amount
T20 X7 = C(t-20) Long term Amount
MA2 Xe=XYi1 Cit—iy/2 Short term Trend
MA3 Xo=X3-1Ce—iy/3 Short term Trend
MAS5 X10 = Xi=1 Cemiy/5 Mid term Trend

MA10 X171 = %12, Ce-1y/10 Mid term Trend
MA15 X = 21.131 Ce—iy/15 Long term Trend
RDP1 5= CCe v 100 Short term | Growth ratios
Cie-1)
RDP3 Xy, = 2259 100 Short term | Growth ratios
Cie-3)
RDP5 Xps = 22509 100 Mid term | Growth ratios
C(t-5)
RDP10 Xy = 225019 51 Mid term | Growth ratios
C(t-10)
RDP15 X, = Ce=Ce-19) o 100 Long term | Growth ratios
Ct-15)
BIAS5 X, = &e~MA5 Mid term Volatility
187 Mas _ -
BIAS10 X Ce=MA10 Mid term Volatility
19 MA10 N
BIAS15 X, = ce=MALS Long term Volatility
20 MA15 _ N
ROC5 = —x 100 Mid term Volatility
(t-5)
ROC10 Xy = —2— x 100 Mid term Volatility
(t-10)
ROC15 Xps = —%— % 100 Long term Volatility
(t-15)
Disparity5 by = £t w100 Mid term Volatility
MAS5
Disparity10 b = ¢ w100 Mid term Volatility
A10
OSCP5 X, = MAS—MAI0 14 Mid term Volatility
26 MAS

Ci denotes the amount of sales in period t.
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Table 3.2. List of the proposed intermittency features

Variable Description Period | Characteristic
IML Long term | Intermittency

B Yl

27 — (t _ 1)
IMM ~ (lcCcun| + |cCus)) Mid term | Intermittency

28 —
2
IMS1 Short term | Intermittency
CC
PO

Zke{k’:ck’ECC(t_l)} Ik

IMS2 Short term | Intermittency
Zke{k':ckrecp(t_l)} I

Py

30 =

Notes:
1. I, isanindicator variable such that I, = 1 if C,, = 0, i.e. the amount sales in period k is 0.

2. CC;isasequence CC, = (Cr_y, .., C¢) such that C,_, > 0 and Z,’ﬁf;lo Ciijy =0
3. CP;isasequence CP, = (C/_y, ...,C{) suchthat C/_, > 0and X _, C{_,, =0

3.2.7. Evaluation of the Inventory Performance

The proposed approach is evaluated in terms of the inventory performance. The aim is to
determine the inventory management policies that couple with the proposed forecasting

approach. In this context, safety stock levels and lot sizing strategies are evaluated.

The flowchart of the inventory management procedure is presented in Figure 3.13. Note
that, the proposed forecasting approach should be provided as an input to the procedure.
The procedure is iterated in a given planning horizon. The initial inventory level and
backordered units in the beginning of the planning horizon are provided. In the beginning
of each period, the inventory levels are updated using the ending inventory level of the
previous period and the received order in the current period:
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Figure 3.13. Flowchart of the inventory management procedure
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init.inv + order(t — LT — 1) Jift =1 (3.22)

beg.inv(t) = {end. inv (t — 1)+ order(t — LT — 1) Jift > 1

where beg.inv(t) is the inventory level in the beginning of period t, init.inv is the initial
inventory level in the beginning of the planning horizon, end.inv(t-1) is the inventory
level in the end of period (t-1), LT is the lead time, and order(t-LT-1) is the order placed
at the end of period (t-LT-1) and received LT periods later (at the beginning of period t).

During period t, actual demand is realized, and it is satisfied from the inventory or the
customers backorder for the next periods. B(t) denotes the backordered units in the end

of period t, and D(t) is the actual demand in period (t). B(t) is updated as follows:

0 ,if beg.inv(t) > D(t) + B(t — 1) (3.23)

B(t) = {D(t) + B(t — 1)-beg. inv(t) ,if beg.inv(t) < D(t) + B(t — 1)

At the end of the period, the ending inventory level is calculated as follows:

end. inv(t) = {beg.inv(t) — (D) +B(D) ,ifB(t) =0 (3.24)
' 0 , otherwise

Projected inventory position (IP) at the beginning of period (t+LT+1) (ProjectedIP(t +
LT + 1)) is evaluated using the ending inventory, orders that will be received during the
lead time, backordered units and demand during the lead time. Since actual demand is not
known during the lead time, forecasts are performed using the proposed forecasting
methodology.

t+LT t+LT+1
ProjectedIP(t + LT + 1) = end.inv(t) + Z order(t') — B(t) — Z FD(t" (3.25)

t'=t+1 tr=t+1
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where FD(t) is the forecast in period t. Given a safety stock level of SS, order placement

decision is made as follows:

,if ProjectedIP(t + LT + 1) < SS (3.26)

1
PO(®) = { 0 ,otherwise

If an order is placed (PO(t)=1), the order size is calculated using the forecasts beyond the
lead time. For lot-for-lot and fixed w-period methods, the order sizes are determined as

follows:

FD(t+ LT +1) ,iflot— for —lot (LFL) is used

t+LT+w

order(t) = (3.27)

FD(t") ,iffixed w — period is used
t'=t+LT+1

In the lot-for-lot method, the order size is equal to the forecast in the corresponding
period, whereas forecasts for the next w periods are combined in the fixed w-period

method.

The inventory performance are evaluated with respect to the total cost and the ratio of
inventory turnover (IT). The total cost includes the ordering cost, holding cost, and
backordering cost. IT denotes the ratio of the total sales in the planning horizon to the

average inventory level. The aim is to minimize total cost and maximize IT.

T T T
TC = (1{ X ; PO(t)) + g;(beg. inv(t) + end. inv(t)) + b ; B(t) (3.28)
IT = t=1D(®) (3.29)

T_(beg.inv(t) + end.inv(t))/2T
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where K is the ordering cost, h is the holding cost per period per item, and b is the
backordering cost per period per item.
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4. RESULTS

This section presents the implementation of the proposed approach in a real-life problem.
It includes the company overview (Section 4.1), the sales data (Section 4.2), the

parameters and performance measures (Section 4.3), and numerical results (Section 4.4).

4.1. Company’s Overview

In this thesis, PT Traktor Nusantara, a distributor company of industrial heavy equipment,
i.e. forklifts, is considered. The company is located in Indonesia, and it has the biggest
market share for the forklift distribution, 40%, for the last five years with 15 branch
offices throughout the country. It employs 750 workers to satisfy the demand of about
5,000 customers.

4.2. Sales Data

The data set used in this thesis consists of 100 time series sequences, and each sequence
denotes the monthly sales amount of a forklift. Sales data span a time horizon of 19 years,
from January 1998 to December 2016. Figure 4.1 shows the sales data of four example

products.

These sequences may have different lengths and patterns as shown in Figure 4.2, item 60-
8FD25 had a bell-shaped sales pattern, and it was sold on the market between 2010 and
2016. Meanwhile, item 60-8FD15 had a flat sales pattern and it was sold on the market
between 2011 until 2016.

The intermittency of each item is evaluated. The intermittency level for item i, ilevel(i),

is calculated as follows:

level(D) = # of zero demand values in item i (4.1)
tevel(i) = length of sales data for item i
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Figure 4.1. Sales pattern of four example products
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Figure 4.2. Times series sequences for items 60-8FD25 and 60-8FD15

37



Figure 4.3 presents the histogram of the intermittency levels for all products. The
histogram indicates that more than half of the products show high intermittency, i.e. the

intermittency level is higher than 0.5. Only two products have no intermittency.

Histogram

Frequency

0.000-0.001 0.002-0.102 0.103-0.204 0.205-0.306 0.307-0.407 0.408-0.508 0.510-0.611 0.612-0.713 0.714-0.815 0.816-0.91F
Intermittancy Levels

Figure 4.3. Histogram of the intermittency levels for all products

4.3. Parameter Settings and Performance Criteria

In the proposed methodology, agglomerative hierarchical clustering with complete
linkage is used. The parameters of DTW are set as follows: i) step pattern is symmetric2,

ii) window type is slantedband, and iii) window size is 16.

The performances of the decision tree, MARS, and SVR are evaluated using leave-one-

out cross-validation. In the decision tree, no pruning method is used.

In SVR, RBF kernel function is selected according to e1071 package (Meyer et al. 2017).
Grid search is applied to determine the best parameter settings for C and . In the search,
C is changed within a range of [2°, 2'5] with step size 2, and ¢ is changed within a range

of [0, 1] with step size 0.01.
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The forecasting results are evaluated using mean absolute percentage error (MAPE), root
mean square error (RMSE), mean square error (MSE) and mean absolute deviation
(MAD) (Lu 2014). The small values of error performance measures indicate that the
predictied values are closer to the actual values. The formulas of the performance

measures are as follows:

n
. .
MAPE = 100 x —EM (4.2)
nk=1 Yk
1 n
RMSE = |~ (v = 90 (43)
k=1
1 n
MSE == (= 91’ (44)
k=1
MAD = M (4.5)
n

where n is the number of periods, v, is the actual demand for the k™ period, and y, is the

predicted demand for the k™ period.

4.4. Numerical Results

The numerical results of the proposed methodology are explained in this section. All the
analysis in this thesis is conducted using the R statistical computing software (R Core
Team 2017) and Microsoft Excel software.
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4.4.1. Preprocessing results

The time series sequences having all zero values in the planning horizon were removed.
Hence, two types of forklifts with no demand are excluded, and 98 sequences are used in
the analysis. Also, the time series sequences were cropped according to the release and
phase-out times of each item. The resulting time series have lengths varying between 12
and 228.

Each value in the time series denotes the amount of sales, so normalization is not applied

to the data set.

4.4.2. Clustering results

Determination of the number of clusters is a challenging task, as there is not a widely
accepted method in the literature (Jain 2010). Since the aim of this study is to obtain
homogenous clusters with products having similar sales pattern, clustering results are
evaluated according to both homogeneity and heterogeneity measures. Homogeneity is
calculated as the mean pairwise DTW distance within the same cluster, whereas
heterogeneity is calculated as the mean pairwise DTW distance between two clusters.
While the value of heterogeneity is a ‘“larger-the-better” measure, the value of

homogeneity is regarded as a “smaller-the-better” measure.

In this thesis, the number of clusters (k) is varied between 2 and 30, and agglomerative
clustering algorithm is applied with DTW distance. The heterogeneity and homogeneity
measures are plotted with respect to the number of clusters in Figure 4.4. The result

indicates that homogeneity and heterogeneity measures stabilize for k = 7, 16, 27.

The dendrogram for k=7 is presented in Figure 4.5. In the clustering result, there are four
singletons, i.e. four clusters with a single item. Also, clusters 1, 2 and 6 have 70, 21 and
3 members, respectively. For k=7, k= 16, and k= 27, the cluster assignments of the items

are shown in Appendix 3.
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Figure 4.4. Evaluation of the number of clusters with respect to homogeneity and

heterogeneity measures

Figure 4.6 shows the sequences assigned to each cluster and the prototype of each cluster

for k=7 and DBA. In Figure 4.6, the cluster prototypes represent the average of the

patterns in the clusters. For the singleton clusters, the single cluster member is assigned
as the prototype.
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4.4 3. Feature extraction and selection results

The forecasting performances with and without intermittency features are compared in
order to evaluate the contribution of the proposed intermittency features in Table 3.2. In
the forecasting without intermittency features (IF), only features in Table 3.1 are used as
input to the SVR model, whereas, in the forecasting with IF, features in both Tables 3.1
and 3.2 are used in the SVR.

The summary of the results of individual forecasting with and without intermittency
features is presented in Table 4.1. For the products with positive intermittency level (96
products), it indicates that SVR with IF reduces the average error performances except
MSE. Also, the maximum value and the standard deviation of the all error performances
are increasing. It is due to the existence of an outlier, i.e. product with an extreme
fluctuation. When the outlier is removed, it is observed that MAPE, RMSE, MSE, and
MAD values for SVR with IF are less than the ones without IF. Hence, the proposed
features are able to characterize the intermittency of time series, and improve the

forecasting errors.

After feature extraction, MARS from earth package (Milborrow 2014) is applied to select
the useful features. For a sample product, 16 out of 30 features are selected: T10, T20,
MA3, MA5, MA15, RDP3, BIAS10, BIAS15, ROC10, Disparity5, Disparityl0, OSCP5,
IML, IMM, IMS1, IMS2.

The selected features for the prototypes of 7-, 16- and 27-cluster are provided in

Appendices 4 and 5.
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Table 4.1. Evaluation of the proposed intermittency features

Products with positive intermittency level
Performance criteria with outlier without outlier

R L svRwithIF | OVR | svR with IF
Maximum 83.047 94.650 83.047 75.769
MAPE | Minimum 0.000 0.000 0.000 0.000
(%) | Average 27.990 19.553 28.178 18.762
Standard deviation 21.721 22.013 21.757 20.729
Maximum 6.436 10.481 4.355 4121
Minimum 0.000 0.000 0.000 0.000

RMSE
Average 0.969 0.810 0.911 0.709
Standard deviation 0.916 1.176 0.728 0.622
Maximum 41.422 109.857 18.969 16.979
V- Minimum 0.000 0.000 0.000 0.000
Average 1.778 2.024 1.361 0.889
Standard deviation 4.868 11.312 2.689 2.070
Maximum 2.656 4.810 2.656 1.923
MAD Minimum 0.000 0.000 0.000 0.000
Average 0.547 0.413 0.541 0.367
Standard deviation 0.494 0.589 0.493 0.376

4.4 4. Cluster’s characteristics

In this section, the cluster labels found in Section 4.4.3 are considered as the class labels.
Using the features in Tables 3.1 and 3.2, the characteristics of the clusters are identified
using CART with RPART package (Therneau et al. 2015). The decision tree for k=27
yields an accuracy of 0.738, and it is shown in Figure 4.7. Note that accuracy is calculated
as the number of data points that are correctly classified divided by the total number of
the data points (Han et al. 2012).

The decision tree indicates that clusters 1, 2, 5, 13, and 17 have 40, 10, 17, 1, and 4
members, respectively, and they can be characterized using the intermittency and long-
term trend (moving average) features. These attributes can be interpreted as the sales
pattern that is dominantly found in the corresponding clusters. Hence, the clusters are

characterized by the features that show long-term behavior.
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Root

8968, 3881, 1
N, loss, yval
IML<0.79 IML>0.796
7829, 2767, 1 1139, 96, 5
IML>0.04 IML<0.04
5432, 854, 1 2397, 1614, 2
IML>0.322 IML<0.322
1217,771,1 1180, 791, 2

MA15>1.367 MA15<1.367

1052, 663, 2 128,64,13

MA15<2.833 MA15>2.833
803, 433, 2 249, 182, 17

Figure 4.7. Decision tree for k=27 (N and loss denote the number of total points and
the number of misclassified points, and yval denotes the cluster label.)

In Figure 4.7, the clusters can be characterized by multiple rules. For instance, cluster 1
can be identified using the long-term intermittency, i.e. IML<0.796, IML<0.407,
IML>0.323, and long-term trend, i.e. MA15>1.367. Another way of characterizing
cluster 1 is to use only long-term intermittency, i.e. IML<0.796 and IML>0.407. In the
figure, only cluster 5 includes data with high long-term intermittency (IML>0.796)
compared to the other clusters (IML<0.796). Meanwhile, cluster 13 is separated from the
others with its low long-term intermittency (IML<0.045). Also, only clusters 2 and 17 are
characterized by long-term trend, and both clusters have similar intermittency. The
difference is that cluster 17 has a higher long-term trend (MA15>2.833) than that of
cluster 2 (MA15<2.833).

The decision trees for k=7 and k=16 are given in Appendix 6. Note that, for several
clusters, no rules are generated because of the minimum number of observations in a

node. Both decision trees have less number of leaf nodes compared to the one for k=27.
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Also, all three decision trees are able to characterize five clusters using intermittency
(IML) and trend (moving average) features. The difference is that the decision trees for
k=7 and k=16 use mid-term trend (MA5) whereas the decision tree for k=27 uses long-
term trend (MAL15). Overall, the decision tree for k=27 yields more information about the

characteristics of clusters.

4.4.5. Forecasting results

The performance of the proposed methodology is compared with other approaches. In
this context, SVR, MARS+SVR, classification and regression tree (CART) and model
tree (M5P) are used in the comparison. Note that CART and M5P are tree based
approaches, and they perform feature selection implicity. The experiments are conducted
using earth (Milborrow 2014), e1071 (Meyer et al. 2017), rpart (Therneau et al. 2015)
and Rweka packages (Hornik et al. 2007).

In order to evaluate the impact of clustering on forecasting, the following model building

alternatives are considered:

¢ Individual forecasting: 98 forecasting models are generated to predict the sales of
each item. The forecasting models are built using SVR, SVR with MARS, CART
and M5P, and these are abbreviated as S-SVR, S-MARS+SVR, S-CART, and S-
M5P.

e Aggregate forecasting: For each month, the sales are summed over all products,
and aggegate sales are generated. Then, a single SVR model is developed to
predict the aggregate sales in the upcoming periods. Next, disaggregation is
performed to determine the sales of each item. Two disaggregation methods are
considered: i) for each product, the average market share over the planning

horizon is used for disaggregation (abbreviated as A-SVR1), and ii) for each
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product, the total market share over the planning horizon is used for
disaggregation (abbreviated as A-SVR2).

e Clustering-based forecasting: The methodology proposed in Section 3.2.6 is
applied. That is, a forecasting model is built for each cluster prototype, so the
number of forecasting models is equal to the number of clusters. The methodology
is run with three different clustering results, i.e. k=7, k=16, and k=27, and two
different cluster prototypes, i.e. medoid and DBA. SVR, SVR with MARS,
CART and M5P are used in the development of the forecasting models, and these
methods are denoted as C-SVR, C-MARS+SVR, C-CART, and C-M5P.

The performances of the approaches are compared in terms of forecasting error and
complexity. MAPE, RMSE, MSE, and MAD are used for measuring the forecasting error.
Complexity is considered as the number of features used in the forecasting models and

the number of forecasting models.

For each setting, the average, maximum, minimum and standard deviation of the
forecasting models are reported in Table 4.2. The results in Table 4.2 indicate that the
best performances for average MAPE, RMSE, MSE and MAD are obtained for S-
MARS+SVR in which all the items have a different forecasting model. Although its
superiority in forecasting error, its complexity is high with a value of 1072, and 98 models

need to be trained and tested.

Clustering improves the complexity significantly, whereas the forecasting errors worsen.
In the clustering-based forecasting, the best average errors in terms of MAPE, RMSE,
MSE and MAD are observed for C-MARS+SVR with k=27 and DBA. This model has an
average MAPE of 31.66%, an average RMSE of 1.17, an average MSE of 3.24, an
average MAD of 0.72, and a complexity value of 241. Thus, it results in 79.56% increase
in MAPE, 31.64% increase in RMSE, 15.12% increase in MSE, 52.74% increase in
MAD, and 77.52% decrease in complexity compared to S-MARS+SVR.

As the number of clusters decreases, the complexity decreases, e.g. for k=7, the
complexity values of medoid and DBA methods are 80 and 69, respectively. However,
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the forecasting errors increase, e.g. for k=7 and medoid approach, MAPE, RMSE, MSE
and MAD becomes 46.22%, 1.38, 3.91 and 0.92, respectively. Hence, it can be concluded

that the sales patterns of the items are better identified for large number of clusters.

For k=27, DBA approach gives smaller errors compared to medoid approach, whereas,
for k=7 and k=16, medoid yields smaller errors compared to DBA. So, DBA is a better
approach for cluster prototype generation when the number of clusters is large.

Aggregate forecasting does not improve the error performance compared to the proposed
approach. Also, CART and M5P result in higher error values both in individual and
clustering-based forecasting.

Table 4.3 shows the best model for each model building alternative and forecasting error.
Also, in Table 4.3, the relative performances of other models are compared with the best
one. That is, the value of 0% shows the best model within the model building alternative
and error performance. Positive values show the percentage deviation from the best
model. The results indicate that MARS+SVR is the best model for almost all model
building alternatives and forecasting errors. When k=7 and k=16, SVR with DBA is the
best model in terms of MAPE. In all model building alternatives and forecasting errors,
MS5P and CART are significantly different from the best models. As these regression trees
worsen the errors, they are not considered in the rest of the analysis.
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Table 4.3. Percentage of error increase compared to the best method

Model % error increase compared to the best
building Methods method
alternatives MAPE | RMSE | MSE | MAD
S-SVR 11.65 6.38 25.53 5.90
individual S-MARS+SVR 0.00 0.00 0.00 0.00
(98-cluster) S-M5P 15116 |  15.94 | 237.31| 11653
S-CART 153.52 23.39 240.52 | 130.44
C-SVR with k=7 and medoid 12.07 0.00 14.50 -0.10
C-SVR with k=7 and DBA 0.00 15.44 36.12 13.20
7-cluster C-MARS+SVR with k=7 and medoid 6.63 0.02 0.00 0.00
C-MARS+SVR with k=7 and DBA 13.46 17.95 20.37 19.00
C-M5P with k=7 25.14 198.32 | 1661.34 | 347.72
C-CART with k=7 12.66 245,32 | 2480.13 | 418.26
C-SVR with k=16 and medoid 35.76 1.80 18.86 1.37
C-SVR with k=16 and DBA 0.00 9.23 26.60 0.82
16-cluster C-MARS+SVR with k=16 and medoid 28.20 0.00 0.00 0.00
C-MARS+SVR with k=16 and DBA 16.56 12.13 12.49 9.29
C-M5P with k=16 104.09 133.43 922.62 | 257.51
C-CART with k=16 94.64 155.43 | 1306.20 | 291.20
C-SVR with k=27 and medoid 25.32 7.08 23.32 9.14
C-SVR with k=27 and DBA 3.54 4,73 22.28 2.93
27-cluster C-MARS+SVR with k=27 and medoid 17.90 1.69 0.35 4.10
C-MARS+SVR with k=27 and DBA 0.00 0.00 0.00 0.00
C-M5P with k=27 112.22 91.74 801.23 | 208.48
C-CART with k=27 92.05 102.05 862.60 | 225.06

The aim is to obtain an accurate forecasting model with low complexity. Hence, two
criteria are used to evaluate the forecasting models. The first criterion is the forecasting
error, i.e. MAPE, RMSE, MSE, or MAD. The second criterion is the complexity, i.e. the
number of forecasting models and the number of features used in the model. Hence, the
best forecasting model is selected within the multiple criteria (attribute) decision making
framework. In this context, a solution is dominated if there are other solutions that are
better than it in at least one criterion and as good as it in other criteria (Yoon and Hwang
1995). If a solution is not dominated by other solutions, it is called non-dominated

solution (Yoon and Hwang 1995).
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Figure 4.8 presents the non-dominated solutions with respect to the complexity and error
performances. From the graphs, S-MARS+SVR, C-MARS+SVR with k=27 and DBA,
C-MARS+SVR with k=7 and medoid, and C-MARS+SVR with k=7 and DBA are the
non-dominated solutions based on all error and complexity pairs. Additionally, C-
MARS+SVR with k=16 and DBA is a non-dominated solution for all criteria pairs, except
RMSE and complexity criteria. Also, C-MARS+SVR with k=16 and medoid is a non-

dominated solution for all criteria pairs, except MAPE and complexity criteria.

The difference between the non-dominated solutions are tested using the non-parametric
tests, namely sign test and Wilcoxon signed rank test. Appendix 7 shows the Minitab
outputs of Wilcoxon signed rank test. The results indicate that the non-dominated

solutions are significantly different from each other (p-value < 0.05).

To sum up, Table 4.4 summarizes the relative performance of the six non-dominated
solutions with respect to the base case, S-MARS+SVR. Note that base case is selected as
it has the minimum forecasting error. The percentages of increase in the forecasting errors
and decrease in the complexity with respect to the base case are provided in Table 4.4.
Among the non-dominated solutions, C-MARS+SVR with k=27 and DBA provides a
reduction of 77.52% in the complexity, whereas the forecasting errors increase with
percentages of 79.55%, 31.65%, 15.12%, 52.82%. For the other non-dominated solutions,
the marginal improvement in the complexity is less than the marginal increase in the

forecasting errors.

An interesting observation is that the highest error increase is for MAPE. This is due to
the limitation of MAPE in the intermittent data. That is, if the actual sales of one unit is
predicted as zero in a highly intermittent item, MAPE becomes 100%. Hence, it is more

fair to use RMSE, MSE, and MAD to measure forecasting errors in intermittent data.
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Legend:
1. Pure SVR for individual forecasting 8. SVR+MARS-Medoid for 16-clusters
2. SVR+MARS for individual forecasting 9. SVR+DBA for 16 clusters
3. SVR+Medoid for 7-clusters 10.SVR+MARS-DBA for 16 clusters
4. SVR+MARS-Medoid for 7-clusters 11.SVR+Medoid for 27 clusters
5. SVR+DBA for 7-clusters 12.SVR+MARS-Medoid for 27 clusters
6. SVR+MARS-DBA for 7-clusters 13.SVR+DBA for 27 clusters
7. SVR+Medoid for 16-clusters 14.SVR+MARS-DBA for 27 clusters

Figure 4.8. Non-dominated solutions with respect to the forecasting error and

complexity

Table 4.4. Relative comparison of the nondominated solutions

% change
Methods

complexity | MAPE | RMSE | MSE | MAD
S-MARS+SVR 0.00 0.00 0.00 | 0.00 0.00
C-MARS+SVR with k=27 and DBA -7752 | 79.55| 31.65]|15.12| 52.82
C-MARS+SVR with k=16 and DBA -87.69 | 116.75 | 100.00 | 37.64 | 86.60
C-MARS+SVR with k=16 and medoid -86.66 | 100.00 | 40.02 | 22.36 | 70.73
C-MARS+SVR with k=7 and medoid -92.54 | 162.17 | 55.40| 38.90 | 93.33
C-MARS+SVR with k=7 and DBA -93.56 | 178.96 | 83.25| 67.20 | 130.07
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4.4.6. Results of inventory performance

In this section, the inventory performance of C-MARS+SVR with k=27 and DBA is

evaluated as explained in Section 3.2.7.

Two items are selected as a sample. One item (item 26) has a low intermittency level
(0.29), whereas the other (item 11) has a high intermittency level (0.77), and both items
have time series with lengths of 228. For each item, 80% of the sales data are used for
training and testing the forecasting model. The remaining 20% is used for the evaluation

of the inventory performance.

In the inventory evaluation procedure, alternative scenarios are examined, and the best
scenario that couples with proposed forecasting methodology is determined. In this

context, the following twelve alternative scenarios are studied:

Scenario 1: Zero safety stock and LFL strategy

Scenario 2: Zero safety stock and fixed 3-period strategy
Scenario 3: 1 unit of safety stock and LFL strategy

Scenario 4: 1 unit of safety stock and fixed 3-period strategy
Scenario 5: 2 units of safety stock and LFL strategy

Scenario 6: 2 units of safety stock and fixed 3-period strategy
Scenario 7: 3 units of safety stock and LFL strategy

Scenario 8: 3 units of safety stock and fixed 3-period strategy
Scenario 9: 4 units of safety stock and LFL strategy

Scenario 10: 4 units of safety stock and fixed 3-period strategy
Scenario 11: 5 units of safety stock and LFL strategy

Scenario 12: 5 units of safety stock and fixed 3-period strategy

Each alternative scenario is evaluated in terms of total cost, average inventory level,
backorder level, and IT. In the forklift distributor company, lead time is three months.
The inventory holding cost factor is 11% per year/unit. The unit purchase price is
10,840%/unit. The fixed order cost is 13,500%/order. The unit backordering cost is 434$
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per month/unit. Initial inventory levels are varied between zero and three in order to

analyze the impact of starting conditions.

Table 4.5 summarizes the inventory performances of the two items. The details of the
inventory performance evaluation with scenario 1 is given in Appendix 8. Note that, in
the table, the “Run-Out Time” column shows the waiting time of inventory in the

warehouse. The aim is to minimize this value.

Table 4.5. Evaluation of the inventory performance

No | Ttem Intermittency Scenario | Initial Total Total Average [Annual T Ruq-Out
Level inventory [ Cost | Backorder | Inventory | Sales Time
11| 26 0.29 1 2 131117 7 2.58 27.79 | 20.31 043
2 | 26 0.29 2 2 117054 6 3.89 2779 | 10.46 0.83
3| 26 0.29 3 3 130706 5 3.05 27.79 | 15.09 0.57
4 |1 26 0.29 4 3 116841 3 4.47 2779 | 859 1.01
5 | 26 0.29 5 2 144328 6 358 27.79 | 11.73 0.74
6 | 26 0.29 6 3 116925 2 5.21 2779 | 7.04 123
7| 26 0.29 7 3 144115 4 4.16 2779 | 943 0.92
8 | 26 0.29 8 3 118075 2 6.05 27.79 | 583 1.49
9 | 26 0.29 9 3 130600 4 4.84 2779 | 7.65 113
10 | 26 0.29 10 3 119621 1 7.11 2779 | 478 1.81
11| 26 0.29 11 3 144283 2 5.63 27179 | 632 137
12 | 26 0.29 12 3 135299 1 8.26 27.79 | 3.98 2.17
13| 1 0.77 1 1 44041 2 0.73 0.92 131 6.62
1“1 0.77 2 1 44041 2 0.73 0.92 131 6.62
15 11 0.77 3 1 44201 1 0.88 0.92 1.09 7.94
16 | 11 0.77 4 1 44201 1 0.88 0.92 1.09 7.94
171 1 0.77 5 2 47430 0 1.83 0.92 0.51 16.85
18| 11 0.77 6 2 47430 0 1.83 0.92 0.51 16.85
19 11 0.77 7 0 44226 0 4.50 0.92 0.21 4153
20 | 11 0.77 8 0 44226 0 4.50 0.92 0.21 4153
21 11 0.77 9 1 48087 0 5.50 0.92 0.17 50.92
2|1 0.77 10 1 48087 0 5.50 0.92 0.17 50.92
23| 11 0.77 1 2 51948 0 6.50 0.92 0.14 60.31
24 11 0.77 12 2 51948 0 6.50 0.92 0.14 60.31

The results indicate that the item with the low intermittency level (item 26) has the
minimum total cost in scenario 4 and the maximum IT in scenario 1. Scenario 1 indicates
that no safety stock together with LFL achieves the maximum IT. Hence, the company’s

orders should be equal to the forecasted demand for one period. However, the total
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number of backorders is the highest with a value of seven in this strategy, and the total
cost is high. On the other hand, scenario 4 suggests keeping one unit safety stock and
using fixed 3-period inventory policy. This scenario provides the minimum total cost, and
reduces the number of backorders to three. As the unit inventory holding cost is smaller
than the unit backordering cost, the company favors holding inventory compared to
backordering. Compared to scenario 4, scenario 1 provides an improvement of 57.72% in
the IT and it causes an increase of 10.88% in the total cost. The company’s main goal is
to maximize the IT value. That is, the company prefers selling the item as soon as possible
without keeping it in the warehouse for a long time. The backordering case is not
important due to the loyalty of the customers. For these reasons, scenario 1 is more

appropriate to the company for the item with the low intermittency level.

For the item with high intermittency level (item 11), scenarios 1 and 2 yield the best
performance results in terms of total cost and IT. That is, either LFL or fixed 3-period
strategy can be coupled with zero safety stock level. The zero safety stock level makes

sense as the high intermittency results in many zero values of demand.

The robustness of the scenarios to initial inventory level is also evaluated. Varying the
initial inventory levels, the total cost and IT values of different scenarios are presented in
Figure 4.9 and Figure 4.10, respectively. Figure 4.9 indicates that, in terms of total cost,
the best scenarios for the items having low and high intermittency levels (items 26 and
11) are scenarios 4 and 1, respectively. Hence, the initial inventory conditions do not
change the safety stock level and lot sizing decisions for both items. In Figure 4.10, in
terms of IT, the best scenario is scenario 1 for both items. Thus, scenario 1 which includes
LFL strategy is more robust to the initial inventory level compared to scenario 2 which

includes fixed 3-period strategy.

As a summary, the proposed forecasting methodology should couple with the zero safety
stock and LFL strategy for items having either low or high intermittency, as the company
is interested in maximizing the IT. For the item with high intermittency level, this strategy
results in the minimum total cost as well. For the item with the low intermittency level,
this strategy causes an increase of 10.88% in the total cost. Another advantage of the

proposed approach is its robustness to initial inventory levels. Also, the company holds
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safety stocks to satisfy the customer demand currently, whereas the proposed forecasting
methodology helps the company eliminate the safety stocks.

Total Cost for Item 26
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Figure 4.9. Comparison of the scenarios in terms of total cost with different initial
inventory levels for (a) item 26 and (b) item 11
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Figure 4.10. Comparison of the scenarios in terms of IT with different initial
inventory levels for (a) item 26 and (b) item 11
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5. DISCUSSIONS AND CONCLUSION

5.1. Discussion

The proposed forecasting methodology is compared with the current forecasting method
used in the company. Currently, the company applies the aggregate approach to minimize
the efforts in forecasting. As shown in Section 4.4.5, the aggregate forecasting has a single
forecasting model with 30 features, so its complexity is low. However, its error values
are quite high, i.e. MAPE, MSE, RMSE and MAD values are 89.1%, 1.713, 8.362, and

1.3, respectively.

The use of the proposed approach ensures flexibility to the decision maker (sales
manager) in balancing accuracy and complexity. That is, it yields a number of non-
dominated solutions, and the sales manager can select one of them. For example, one of
the non-dominated solutions improves the forecasting errors such that i.e. MAPE, MSE,
RMSE and MAD values are 31.7%, 1.165, 3.236, and 0.724, respectively. In this case,
the complexity becomes 241.

The proposed methodology facilitates the implementation and interpretation of
forecasting processes in the company. For example, the decision tree proposed in Section
3.2.4 shows that the clusters differ in terms of trend and intermittency. Another advantage
of the proposed approach is that no safety stock policy is favored for the items with low
and high intermittency levels.

As a summary, the proposed approach is in line with the company’s aim, it ensures
reasonable accuracy with less complexity. It provides insights about the sales patterns of

the different items, and improves the inventory management system.

5.2. Conclusion

Forecasting methods that ensure high accuracy with less complexity are valuable for the
companies with high product variety, as effective forecasting mechanisms reduce the

inventory costs and increases the customer satisfaction. Motivated by this, a data mining-
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based forecasting methodology, that combines clustering, feature extraction, feature
selection, and classification, is proposed.

The proposed methodology addresses the time series sequences with unequal lengths and
intermittency. In order to reduce the number of forecasting models, items with similar
sales patterns are clustered using DTW distance. Then, each cluster is represented by the
cluster prototype, and these cluster prototypes are used for forecasting. Thus, instead of
using all products, a simplication is achieved. Also, cluster characteristics are extracted

using classification methods.

Next, novel features are introduced to handle intermittent data. Also, several features that
characterize trend, volatility, and growth, are adopted from the literature. MARS is used
to select the useful features for forecasting the sales, and a forecasting model is built for
each cluster using SVR. The results indicate the superiority of combining MARS and
SVR compared to the other approaches. The proposed approach gives reasonable
accuracy with low complexity. Also, the inventory performance evaluation of the
proposed forecasting approach indicates that it helps the company reduce the safety stock

requirements and total inventory cost.

The proposed approach can be applicable to intermittent data, and it provides flexibility
to achieve low complexity and high accuracy. The decision maker can select an
appropriate forecasting model according to his/her aims.

The proposed methodology has a broad impact on business. That is, it can be used to
forecast the sales of the new products. Moreover, a wide variety of companies such as

retailers of fast fashion can benefit from the proposed methodology.

Sales data may include noise and outliers, so future studies can focus on the integration
of mechanisms to handle outlier and noise. Also, future studies may include the

development of error measures for intermittent data.
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Appendix 1. Dendrogram Using Euclidean Distance
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Appendix 2. Dendrogram Using DTW Distance
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Appendix 4. Features without MARS

WINIT+ZSINT+TSINT+TINT+SdOS O+0TAIBASIA-+GAIIBASIA+STO OH+0TO0d+50 0d+5TSVIF+0TSVIG+SSVIF+S1dAd+01dAd+9dAd+EdAd+TdAd+STVIN+HOTVIN+SVYIN+EVIN+CVIN+0C L+STL+0TL+GL+EL+C 1 +T1~S9[es [ 6C
INI+ZSINI+TSINI+TINI+GdOS O+0TAIIRASIQ+GAIIRASIA+G TO OH+0TO OH+GO O+ TSVIF+0TSVIA+GSVI+GTdAH+0TdAd+GdAU+EdQY+TdAH+STVIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+E1 +2 1 +T 1 ~S9[es 0g 8¢
ININI+ZSINI+TSINI+TINI+Gd DS O+0TAIIRASIA +GA1RdSIJ+G TO O +0T D OH+GD OH+SGTSVIG+0TSVI9+5SVIG+STdAY+0TdAY+SdAU+EdAU+TdAU+STVYIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+STL+0TL+G L +EL+Z L +T.L~S8[es 0e x4
ININI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASIA+GA1IRdSIA+GTO O +0T O OH+GO OH+SGTSVIE+0TSVIE+5SVIE+STdAY+0TdAY+GdAH+EdQU+TdAH+STVIN+0TVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +E L +Z L +T L ~S8[es 0€ 9
INWI+ZSINI+TSINI+TINI+Gd DS O+0TAIIBASIQ+GAIIedsIA+GTO OH-+0T DO +GO O+ TSVIE+0TSVIE+SSVIG+GTdAY+0TdQY+GdAY+EdAY+TdQU+GTYIN+OTVIN+SVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z L +T L ~S9[ES 0g 14
ININI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASIA +GA1RdSIA+G TO O +0T O OH+GD OH+GTSVIE+0TSVI9+5SVIE+STdAY+0TdAY+SdAd+EdAU+TdAU+STYIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+STL+0TL+G L +EL+Z L +T.L~S8[es 0e e
ININI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASIA+GANIRdSIA+GTO O +0T O 0H+GO OH+STSVIE+0TSVIE+5SVIE+STdAY+0TdAY+GdAH+EdQU+TdAH+STVIN+0TVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +E L +Z L +T L ~S8[es 0€ €C
INWI+ZSINI+TSINI+TINI+Gd DS O+0TAIIBASIQ+GAiedsIA+GTOOH-+0T DOH+GO O+ TSVIE+0TSVIE+SSVIG+GTdAY+0TdQY+GdAY+EdAY+TdAY+GTVIN+OTVIN+SVIN+EVIN+ZVIN+0ZL+GTL+OT L+GL+EL+Z L +T L ~S9[ES 0€ [44
ININI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASIA +GA1RdSIA+G TO O +0T D OH+GO OH+GTSVIE+0TSVI9+5SVIE+STdAY+0TdAY+SdAd+EdAU+TdAH+STYIN+0TVIN+GVIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +EL+Z L +T.L~S8[es 0e 114
ININI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASIA +GANIRdSIA+GTO O +0T O 0H+GO OH+STSVIG+0TSVI9+5SVIE+5TdAY+0TdAY+GdAH+EdQH+TdAH+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +E L +Z L +T L ~S3[es 0og 0¢
INI+ZSINI+TSINI+TINI+GALBASIA+GD OY+GSVI8+GdQY+E QY+ TdQY+GVIN+EVIN+VIN+GL+EL+Z L +T 1 ~Sofes LT 6T
ININI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASIA +GANRdSI+GTO O +0T O OH+GO OH+GTSVIE+0TSVI9+5SVIE+STdAY+0TdAH+GdAH+EdQU+TdAH+STYIN+0TVIN+GYIN+EVIN+ZYIN+0ZL+GTL+0TL+G L +EL+Z L +TL~S8[es o€ 8T
INI+ZSINI+TSINI+TINI+GdOS O+0TAIRASIQ+GAIRASIA+G TO OH-+0TO OH+G O O+ TSVIF+0TSVIA+SSVIF+GTdAY+0TdAH+GdAU+EdQM+TdAU+STVIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+E1 +2 1 +T1~S9[es 0e LT
INWI+ZSINI+TSINI+TINI+Gd DS O+0TAIRASIQ+GANIRdSIA+G TO OH-+0TO OH+G O O+ TSVIG+0TSVI+GSVIG+GTdAY+0TdAY+SdAL+EdQY+TdAH+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL +Z 1 +T 1 ~S[es o€ 9T

ININI+ZSINI+TSINI+TIAI+Gd DS O+0TAIRASIA +GANIRdSIA+GTO O +0T O 0H+GO OH+STSVIE+0TSVIE+5SVIE+STdAY+0TdAY+GdAH+EdQU+TdAH+STVIN+0TVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +E L +Z L +T L ~S8[es 0€ a1 2 m

INI+ZSINI+TSINI+TINI+GdOS O+0TAIRASIQ+GA1IRdSIA+G TO OH+0TO OH+GO O+ TSVI+0TSVI+GS VI +GTdAY+0TdAH+GdAU+EdQY+TdAH+STVIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+E1 +2 1 +T1~S9[es 0g 4 W S
ININI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASIA +GA1edSIA+G TO O +0T D OH+GD 08+ TSVIE+0TSVI9+5SVIG+STdAY+0TdAY+SdAU+EdAU+TdAU+STVYIN+OTVIN+GYIN+EVIN+ZYIN+0ZL+STL+0TL+G L +EL+Z L +T.L~S8[es 0e €1
ININI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASIA+GANIRdSIA+GTO O +0T O 0H+GO OH+STSVIE+0TSVIE+GSVIE+GTdAY+0TdAY+GdAH+EdQU+TdAH+STVIN+0TVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +E L +Z L +T L ~S8[es 0€ 43
INWI+ZSINI+TSINI+TINI+Gd DS O+0TAIIBASIQ+GAIIedsIA+GTOOH-+0T D OH+GO O+ TS VIE+0TSVIE+SSVIG+GTdAY+0TdQY+GdAY+EdAY+TdAY+GTVIN+OTVIN+SVIN+EVIN+ZVIN+0ZL+GTL+OT L+GL+EL+Z L +T L ~S9[ES 0g 1T
ININI+ZSINI+TSINI+TIAI+Gd DS O+0TAIRASIA +GA1RdSIA+GTO O +0T D OH+GO OH+GTSVIE+0TSVI9+5SVIS+STdAY+0TdAY+SdAd+EdAU+TdAH+STVYIN+0TVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +EL+Z L +T.L~S8[es o€ 0T
ININI+ZSINI+TSINI+TINI+Gd DS O+0TAIIRASIA+GANIRdSIA+GTO O +0T O 0H+GO OH+STSVIG+0TSVI9+5SVIE+GTdAY+0TdAY+GdAH+EdQH+TdAH+STVIN+0TVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +E L +Z L +T L ~S3[es 0og 6
INWI+ZSINI+TSINI+TINI+Gd DS O+0TAIIBASIQ+SGAIIedsIA+GTO OH-+0T DOH+GO O+ TSVIE+0TSVIE+SSVIG+GTdAY+0TdAY+GdAY+EdAY+TdAY+GTYIN+OTVIN+SVIN+EVIN+ZVIN+OZL+GTL+OTL+GL+EL+ZL+TL~S9[Es 0€ 8
ININI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASIA +GANRdSIA+GTO O +0T O OH+GO OH+GTSVIE+0TSVI9+5SVIE+STdAY+0TdAY+GdAU+EdQU+TdAU+STVIN+0TVIN+GYIN+EVIN+ZYIN+0ZL+GTL+0TL+G L +EL+Z L +T.L~S8[es o€ L
INI+ZSINI+TSINI+TINI+GdOS O+0TARASIQ+GA1IRdSIA+G TO OH-+0TO OH+G0 O+ TSVIF+0TSVI+SSVIF+GTdAY+0TdAH+GdAU+EdQY+TdAU+STVIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+E1 +2 1 +T1~S9[es 0og 9
INWI+ZSINI+TSINI+TINI+Gd DS O+0TAIRASIQ+GANIRdSIA+G TO OH-+0TO OH+G O O+ TSVI+0TSVI+GSVIG+GTdAY+0TdAY+SdAL+EdQY+TdAH+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL +Z 1 +T 1 ~Sa[es o€ S
ININI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASIA+GANRdSI+GTO O +0T O 0H+GO OH+STSVIE+0TSVI9+5SVIE+GTdAY+0TdAY+GdAH+EdQU+TdAH+STVIN+0TVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +E 1 +Z L +TL~S8[es 0€ 14
INWI+ZSINI+TSINI+TINI+Gd DS O+0TAIIBASIQ+GAIiedsIA+GTO OH-+0T DOH+GO O+ TSVIE+0TSVIE+SSVIG+GTdAY+0TdQY+GdAY+EdAY+TdQU+GTYIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+Z L +T L ~S9[ES 0g €
ININI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASIA +GA1edSI A+ TO O +0T D OH+GO 08+ TSVIE+0TSVI9+5SVIG+STdAY+0TdAY+SdAU+EdAU+TdAU+STYIN+0TVIN+GYIN+EVIN+ZYIN+0ZL+STL+0TL+G L +EL+Z L +T.L~S8[es 0e 4
ININI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASIA +GANIRdSI+GTO O +0T O 0H+GO OH+STSVIG+0TSVI9+5SVIE+5TdAY+0TdAH+GdAH+EdQH+TdAH+STVIN+0TVIN+GYIN+EVIN+ZVIN+0ZL+GT1+0T1+G 1 +E 1 +Z 1 +T L ~S8[es 0€ T

sa|qferen Jndu)~agereA ndinO SoMES M Sk

4 : papgesyor| 3 | g | S

<] Z| o

& |35
SUVIN Inoyim 2

71



ININT+ZSINT+TSINT+ TINT+Gd0S O+0 TAITRTSIA+GAITRdSIA+G TO Od+0T 0 0d+50 0d+GTSVIg+0TSVIg+SSVIg+STdad+0Tdad+Sdad+Edad+TdAd+STVIN+OTVIN+SVIN+EVIN+ZVIN+0ZL+GT L+0T L+G L +E [+ 1 +T 1 ~Sa[es| 0€ 89
ININI+ZSINI+ TSN+ TINI+Gd DS O+0 TAIIRdSIQ+GAIRdSIA+G TO O +0TO OH+GD OH+GTSVIG+0TSVIG+SSVIF+STdAY+0TdAY+GdAY+E A+ TdAY+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL +GTL+0TL+GL+EL+Z 1 +T L ~S3(es) 0¢ 1S
INNI+ZSINI+TSINI+ TN I+GdOS O+0TAIRdSI A+ GAedSIA+G TO O +0TO O +G O 0H+STSVIG+0TSVIE+GSVIG+STdAY+0TdAY+GdAY+EdAY+TdAY+STYIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OT L+GL+EL+ZL +TL~S8[es 0e 9g
ININI+ZSINI+TSINI+ TN I+GdOS O+0TAIRdSI Q-+ GRS +G TO OY+0TO 0d+GO 0 +STSVIF+0TSVIE+SSVIE+STdAY+0TdAY+GdAH+EdAY+TdAY+STVYIN+0TVIN+GYIN+EVIN+ZYIN+0ZL+GTL+OTL+GL+EL+Z L +TL~S3(es 0e eie]
ININI+ZSINI+TSINI+TINI+Gd DS O+0 TAIIRdSIQ+GAIRdSIA+G TO O +0TO O +G D 0H+STSVIE+0TSVIF+SGSVIF+GTdAY+0TdAH+GdAY+EdAH+TdAU+STVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL +GTL+0TL+GL+E L+ 1 +T 1 ~S3(es, 0€ S
ININI+ZSINI+TSINI+TINI+Gd DS O+0 TAIIRdSIQ+GAIRASIA+G TO O +0TO O +GD OH+GTSVIG+0TSVIF+SSVIF+GTdAY+0TdAH+GdAY+E AT+ TdAY+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL +GTL+0T L+GL+EL+Z1 +T L ~S3(es) 0€ €9
ININI+ZSINI+TSINI+TINI+Gd DS O+0 TAIIRdSIQ+GANIBdSIA+G TO O +0TO OH+G D OH+GTSVIG+0TSVIF+SSVIG+GTdAY+0TdAY+GdAY+E A+ TdAY+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+E L+ +T L ~S3(es) 0g s
INNT+ZSINI+TSINI+ TN I+GdOS O+0TAIRdSI A+ GA1edSIA+G TO O +0TO O +G O 0H+STSVIF+0TSVIE+GSVIE+STdAY+0TdAY+GdAY+EdAY+TdAY+STYIN+OTVIN+GYIN+EVIN+ZYIN+0ZL+GTL+OT L+GL+EL+ZL +T L ~S8[es 0e 18
ININI+ZSINI+TSINI+TINI+GdOS O+0TAIRdSI A +GANRdSI+G TOOY+0TO Od+GO 0H+STSVIG+0TSVIE+SSVIE+GTdAY+0TdAY+GdAY+EdAY+TdAY+STVIN+OTVIN+GYIN+EVIN+ZYIN+0ZL+GTL+OT L+GL+EL+Z L +T 1 ~S3(es 0€ 0S
INNI+ZSINI+TSINI+TINI+Gd DS O+0 TAIIRdSIQ+GAIRASIA+G TO O +0TO O +G D 0H+GTSVIE+0TSVIF+SSVIF+GTdAY+0TdAH+GdAY+EdAH+TdAU+STVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL +GTL+0T L+GL+E L+ +T 1 ~S3(es| 0€ 6%
ININI+ZSINI+TSINI+TINI+Gd DS O+0 TAIIRdSIQ+GAIRASIA+G TO O +0TO O +G D OH+GTSVIG+0TSVIG+SSVIF+GTdAY+0TdAY+GdAY+E AT+ TdAY+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL +GTL+0TL+GL+EL+Z1 +T L ~S3(es) 0€ 8y
INNI+ZSINI+TSIN I+ TN I+GdOS O+0TAIRdSI A +GAedsSI+G TO O +0TO O+GO 0 +STSVIG+0TSVIG+GSVIG+S TdAY+0TdAY+GdAY+EdAY+TdAY+STVYIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OT L+GL+EL+ZL +T L ~S8[es 0e Ly
INNT+ZSINI+TSINI+ TN I+Gd DS O+0TAIRdSI A+ GA1edSIA+G TO O +0TO O +GO O +STSVIE+0TSVIE+GSVIE+STdAY+0TdAY+GdAH+EdAY+TdAY+STYIN+0TVIN+GYIN+EVIN+ZYIN+0ZL+GTL+OT L+GL+EL+ZL +T L ~S3[es 0e 14
ININI+ZSINI+TSINI+TINI+Gd DS O+0TAIIRdSIQ+GAIIRdSIQ+G TO O +0TO O +GD OH+STSVIE+0TSVIG+SSVIF+GTdAY+0TdAH+GdAU+E dQH+TdAU+STVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL +GTL+0T L+GL+E L+ +T 1 ~S3(es, 0€ 14
ININI+ZSINI+TSINI+TINI+Gd DS O+0 TAIIRdSIQ+GAIRASIA+G TO O +0TO O +GD O +GTSVIE+0TSVIF+SSVIF+GTdAY+0TdAH+GdAY+EdAH+TdAU+STVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL +GTL+0T L+GL+E L+ +T L ~S3(es| 0€ 144

ININI+ZSINI+TSINI+TINI+Gd DS O+0 TAIIRdSIQ+GAIIRdSIA+G TO O +0TO O +G D OH+GTSVIG+0TSVIG+SSVIF+G TdAY+0TdAY+GdAY+E A+ TdAY+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL +GTL+0TL+GL+EL+Z 1 +T L ~S3(es) 0¢ 144 Mm

INNI+ZSINI+TSIN I+ TN I+GdOS O+0TAIRdSI A +GA1edSIA+G TO O +0TO O +GO 0 +STSVIF+0TSVIE+SSVIG+STdAY+0TdAY+GdAY+EdAY+TdAY+STYIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OT L+GL+EL+ZL +T L ~S8(es 0e o e M

ZSWIHTSINI+TAI+GAIIRASIA+GD OY+5SVIG+GdAY+EdAY+TdAY+SVIN+EVIN+ZVIN+GL+EL+ZL+TL~S3[es 9T w5 \mv,

ININI+ZSINI+ TSN+ TINI+Gd DS O+0 TAIIRdSIQ+GAIIRASIA+G TO O +0TO O +GD OH+STSVIE+0TSVIG+SGSVIF+G TdAY+0TdAH+GdAM+EdAH+TdAU+STVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL +GTL+0TL+GL+E L+ +T 1 ~S3(es) 0€ oy m. 2

ININI+ZSINI+TINI+Gd DS O+0TANIRASIA+GA1IRASId+G TOOY+0TO OH+GO OH+GTSVIE+0TSVI9+GSVIg+5TdAH+0TdAY+GdAU+EdQY+TdAA+STVIN+OTVIN+SVIN+EVIN+VIN+0ZL+GTL+OTL+GL+EL +Z 1 +TL~S9[es 6C 6e |

ININI+ZSINI+TIAI+GOSO+0TANIRASI+GA1IRASIJ+G TOOY+0TO OH+GO OH+GTSVIG+0TSVI9+GSVI9+GTdAH+0TdAY+GdAH+EdQY+TdAH+GTVIN+OTVIN+SVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL +Z 1 +TL~S9[es 6¢ 8¢
INNI+ZSINT+TSINI+ TN I+GdOS O+0TAIRdSI A +GA1edSIA+G TO O +0TO O +G O OH+STSVIG+0TSVIE+SSVIE+S TdAY+0TdAY+GdAY+EdAY+TdAY+STVYIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OT L+GL+EL+ZL +TL~S8[es 0e LE
ZSWI+TSINI+TAI+GAIIRASIA+GD OY+5SVIE+GdAY+EdAY+TdAY+GVIN+EVIN+ZVIN+GL+EL+ZL+TL~S3[es 9T 9e
ININI+ZSINI+TSINI+TINI+GdOS O+0 TAIIRdSIQ+GAIRASIQ+G TO O +0TO O +GD O +STSVIE+0TSVIG+SSVIF+GTdAY+0TdAH+GdAY+EdAH+TdAU+STVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL +GTL+0T L+GL+E L+ +T 1 ~S3(es) 0€ GE
ININI+ZSINI+TSINI+TINI+Gd DS O+0 TAIIRdSIQ+GAIIRdSIA+G TO O +0TO O +GD OH+GTSVIG+0TSVIF+SSVIF+GTdAY+0TdAY+GdAY+E AT+ TdAY+GTVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL +GTL+0T L+GL+EL+Z1 +T L ~S3(es) 0€ 123
ININI+ZSINI+ TSN+ TINI+Gd DS O+0 TAIIRdSIQ+GAIIBdSIQ+G TO O +0TO OH+GD OH+GTSVIG+0TSVIG+SSVIG+GTdAY+0TdAY+GdAY+E A+ TdAY+GTVYIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+Z 1 +T L ~S3(es) 0g €€
INNT+ZSINI+TSINI+ TN I+GdOS O+0TAIRdSIJ+GAedSIA+G TO O +0TO O +G O OH+STSVIF+0TSVIE+SSVIG+STdAY+0TdAY+GdAY+EdAY+TdAY+STYIN+0TVIN+GYIN+EVIN+ZYIN+0ZL+GTL+OT L+GL+EL+ZL +TL~S8[es 0e €
INNI+ZSINI+TSIN I+ TN I+GdOS O+0TAIRdSIQ+GANRdSI+G TO OY+0TO O+G O 0H+STSVIF+0TSVIE+SSVIE+GTdAY+0TdAY+GdAY+EdAY+TdAY+STVIN+OTVIN+GYIN+EVIN+ZYIN+0ZL+GTL+OT L+GL+EL+Z L +T L ~S3(es 0€ T€
INNI+ZSINI+TSINI+TINI+GdOS O+0 TAIIRdSIQ+GAIRASIA+G TO O +0TO O +GD OH+GTSVIE+0TSVIF+SSVIF+GTdAY+0TdAH+GdAU+EdAH+TdAU+STVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL +GTL+0TL+G L +E L +Z1 +T 1 ~S3(es) 0€ 0€

s3|qerieA ndu~aqeLeA INdino saineay M % <

’ . papoission| 3 | g | &

I} Z| o

& |39
SUVIN Inoyim &

72



INWI+ZSINI+TNI+SdOSO+0TAIedSIG+GAITEdSIA+GTO 04 +0T D0d+50 Od+GTSVIE+0TSVIS+SSVIG+5Tdad+0TdAu+Sdad+E dau+Tdad+S TVIN+OTVIN+SVIN+EVIN+VIN+0ZL+STL+OTL+GL+EL+Z L +TL~Sa[es 6¢ 18
INNI+ZSINI+TSINI+TIAI+GAIRAS A +G D OH+GSVI9+GdAd+EdAY+TdAY+SVIN+EVIN+EVIN+GL+E L +Z L +TL~S8[es LT 98
INI+ZSINI+TSINI+TINI+Gd DS O+0TAIIBASIQ+GAIIedsId+GTO OY+0TOOH+G D 0H+G TSVIS+0TSVIE+GSVIG+GTdAY+0TdAY+GdAY+EdAQY+TdAY+STVIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+ZL+TL~S9[ES 0€ S8
INNI+ZSINI+TSINI+TAI+GdOSO+0TAIIRASIQ+GANIRASIA+GTO OH+0TOOH+G0 O +5TSVIG+0TSVIE+GSYIF+STdAH+0TdAY+GdAH+E dQH+TdAH+STVIN+OTYIN+SVYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +E 1 +Z L +TL~S8[es 0e 8
INI+ZSINI+TSINI+TINI+Gd DS O+0TAIIBASIQ+GAIIedsId+GTO OH+0T O OH+G D 0H+G TSVIE+0TSVIG+GSVIG+STdAY+0TdAY+GdAY+EdAQL+TdAH+STVIN+OTVIN+GVYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z L +T L ~S9[ES 0€ €8
ZSWIHTSINI+TIAI+GAIIRASA+GD OH+GSVI9+GdAd+EdAY+TdAY+GVIN+EVIN+VIN+GL+EL+ZL+TL~S8[es 9T a8
INNI+ZSINI+TSINI+TIAI+GdOS O+0TARdSIQ+GAIRASIA+G TO OY+0TOOU+G 0 O +GTSVIE+0TSVIE+GSVIE+STdAd+0TdAY+GdAd+E dAH+TdA+GTVYIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +EL +2 1 +T1~S9[es 0€ T8
INNI+ZSINI+TSINI+TIAI+GdOSO+0TAIRASIQ+GAIRASIA+G TO OY+0TOOY+G D O8+STSVIG+0TSVIG+SSVIE+GTdAY+0TdAY+GdAY+EdAH+TdAL+GTVIN+OTVIN+SVIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL +Z L +T 1 ~S9[es 0g 08
INNI+ZSII+TSINI+TAI+GdOSO+0TAIIRASIQ+GANIRASIQ+GTO OH+0TOOH+G0 0 +STSVIF+0TSVIE+GSVIG+STdAH+0TdAY+GdAH+EdQH+TdAH+STVIN+OTYIN+SVIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +E 1 +Z 1 +T.L~S8[es 0e 6L
INI+ZSINI+TSINI+TINI+Gd DS O+0TAIIRASIQ+SAIIedsId+GTO OY+0TO OH+G D 0H+G TSVIE+0TSVIG+GSVIE+GTdAY+0TdAH+GdAY+EdQL+TdAY+STVIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+ZL+TL~S9[ES 0€ 8L
INNI+ZSWI+TSINI+TAI+GdOSO+0TAIRASIQ+GANIRdSIA+GTO OH+0TOOH+G0 O +STSVIG+0TSVIE+GSYIF+STdAH+0TdAY+GdAH+EdAH+TdAH+STVIN+OTYIN+SVIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +EL+Z 1 +T.L~S8[es 0e L
INNI+ZSINI+TSINI+TIAI+GdOSO+0TARASIQ+GAIRASIA+G TO OY+0TOOU+G D OY+STSVIE+0TSVIE+GSVIE+GTdAd+0TdAM+GdA+EdAH+TdAE+GTYIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +EL +2 1 +T1~S9[es 0€ 9L
INNI+ZSII+TSINI+TAI+GdOSO+0TAIIRASIA +GANIRdSIA+GTO OH+0TO OH+G0 O +5TSVIE+0TSVIE+SSVIF+S TdAH+0TdAY+SdAY+EdAU+TdAU+STVIN+OTYIN+SVYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+Z L +T.L~S8[es 0e 72
INNI+ZSINI+TSINI+TNI+Gd DS O+0TAIIRASIQ +GANIRASIQ+GTO OH+0TOOH+G0 0 +STSVIE+0TSVIE+GSVIF+GTdAY+0TdAY+GdAH+EdQH+TdAH+STVIN+OTYIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +E 1 +Z 1 +T L ~S3[es 0€ 17

INI+ZSINI+TSINI+TINI+Gd DS O+0TAIIBASIQ+GAIIedsI+GTO OY+0TO OH+G 00U+ TSVIE+0TSVIG+GSVIG+GTdQY+0TdAY+GdAY+EdQY+TdAY+STVIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+ZL+TL~S9[ES 0€ €L M &

INNI+ZSII+TSINI+TAI+GdOSO+0TAIIRASIQ+GANIRASIA+GTO OH+0TOOH+G0 0 +5TSVIG+0TSVIE+GSYIF+STdAH+0TdAY+GdAH+E dQH+TdAH+STVIN+OTYIN+SVIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +E 1 +Z L +T.L~S8[es 0e w | g M

INI+ZSINI+TSINI+TINI+Gd DS O+0TAIIBASIQ+SAIIedsId+GTO OH+0T O OH+G D 0H+G TSVIE+0TSVIG+GSVIG+GTdAY+0TdAY+GdAY+EdAL+TdAY+STVIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z L +T L ~S9[ES 0€ |9 9

INNI+ZSIIH+TSINI+TAI+GdOSO+0TAIRASIA +GANIRdSIA+GTO OH+0TO OH+G 0 OH+STSVIG+0TSVIE+GSVIF+STdAH+0TdAY+SdAH+E dQH+TdAH+STVIN+OTYIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +EL+Z L +T.L~S8[es 0e oL |2 g
INNI+ZSINI+TSINI+TIAI+GdOSO+0TARdSIQ+GA1RASIA+G TO OY+0TOOU+G O OY+STSVIE+0TSVIE+GSVIE+STdAH+0TdAM+GdA+E dAA+TdAU+GTYIN+OTVIN+GVIN+EVIN+ZVIN+0ZL +GTL+0TL+G L +EL +2 1 +T1~S9[es 0€ 69
INNI+ZSWI+TSINI+TAI+GdOSO+0TAIIRASIA +GA1IRASIA+GTO OH+0TO OH+G0 0 +5TSVIG+0TSVIS+SSVIF+STdAY+0TdAY+SdAY+E dAQU+TdAU+STVIN+OTYIN+SVIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+Z L +T.L~S8[es 0e 89
INNI+ZSII+TSINI+TAI+Gd DS O+0TAIIRASIQ+GANIRASIQ+GTO O +0TOOH+G0 0 +STSVIE+0TSVIE+GSVIG+GTdAH+0TdAY+GdAH+EdQH+TdAH+STVIN+OTYIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +E 1 +Z 1 +T L ~S8[es 0e 19
INI+ZSINI+TSINI+TINI+Gd DS O+0TAIIRASIQ+GAIIedsId+GTO OH+0TO OH+G D 0H+GTSVIE+0TSVIG+GSVIG+GTdAY+0TdAY+GdAY+EdQY+TdAY+STVIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z L +T L ~S9[ES 0€ 99
INNI+ZSINI+TSINI+TAI+GdOSO+0TAIRASIA +GANIRdSIA+GTO OH+0TOOH+G0 O +STSVIE+0TSVIE+SSYIF+STdAY+0TdAY+GdAH+E dAH+TdAH+STVIN+OTYIN+SVIN+EVIN+ZYIN+0ZL+GTL+0TL+G L +E 1 +Z 1 +T.L~S8[es 0e <9
INNI+ZSINI+TSINI+TIAI+GdOSO+0TAIRASIQ+GAIRASIA+G TO OY+0TOOY+G D O8+STSVIG+0TSVIE+SSVI9+5TdAd+0TdAM+GdA+EdAH+TdAE+GTVIN+O TV IN+GVIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +EL +2 1 +T1~S9[es 0€ 9
INNI+ZSII+TSINI+TAI+SdOSO+0TAIIRASIA+GANIRdSIA+GTO OH+0TO OH+G0 OH+STSVIG+0TSVIE+GSVIF+STdAH+0TdAY+SdAH+E dAU+TdAU+STVIN+OTYIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +EL+Z L +T.L~S8[es 0e €9
INNI+ZSII+TSINI+TNI+Gd DS O+0TAIIRASIJ+GANIRASIQ+GTO OH+0TOOH+G0 0 +STSVIE+0TSVIE+GSYIF+GTdAH+0TdAY+GdAH+EdQH+TdAH+STVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +E 1 +Z 1 +TL~S3[es 0€ 29
INNI+ZSINI+TSINI+TIAI+GdOSO+0TAIRASIQ+GAIRASIA+G TO OY+0TO0Y+G 0 O8+STSVIG+0TSVIG+SSVIG+GTdAY+0TdAY+GdAY+EdAH+TdAL+GTYIN+OTVIN+SVIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL +Z L +T 1 ~S9[es 0e 19
INNI+ZSINI+TSINI+TIAI+GdOSO+0TAIIRASIQ +GANIRdSIQ+GTO OH+0TOOH+G0 0 +STSVIG+0TSVIE+GSVIG+STdAH+0TdAY+GdAH+E dQH+TdAH+STVIN+OTYIN+SVYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +E 1 +Z 1 +T.L~S8[es 0e 09
INI+ZSINI+TSINI+TINI+Gd DS O+0TAIBASI+SAIIedsId+GTO OY+0T O 0H+G D 0H+S TSVIE+0TSVIE+GSVIG+STdAY+0TdAH+GdAY+EdAY+TdAH+STVIN+OTVIN+GVYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+ZL+T L ~S9[ES 0€ 65

se|qeuien nduj~aiqeLeA NdINO somedy| o S

- H papaEsiof| 3 (5|2

o g | o

g |3|&
VI InoyIm >

73



SHVIN Inoyim

0€ ¥
ININI+ZSINI+TSINI+TINI+GA1RASIA+G 0 Od+GS VI +GdAY+EdAH+TdA+GVIN+EVIN+ZVIN+GL+E L+ 1 +T 1 ~S3[es A" €
INWI+ZSINI+TSINI+TNI+Gd DS O+ TAIRASIQ+GAIRASIA+G TO O+0TO OH+GD 0H+GTSVIG+0TSVIG+SSVIF+SG TdAY+0TdAY+GdAY+EAT+TdAL+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+Z1 +TL~S3(es) 0¢ 4
INN1+ZSWI+ TSI+ TN1+5dOS O+0TANRdSIa+6A1IedSIA+G TO O +0TO0H+5 0 0H+STSVIG+0TSVIE+5SVIG+STdAY+0TdAY+GdAY+EdAY+TdAY+STYW+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+ZL +T 1 ~S8[es 0€ T
INWI+ZSINI+TSINI+TNT+Gd DS O+0TAIRdSIQ+GAIRdSIA+G TO O +0TO 0d+GD 0H+GTSVIG+0TSVIG+SSVIG+GTdAE+0TdAd+GdAY+EdAT+TdAL+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL +GTL+0TL+GL+EL+Z 1 +T L ~S3(es] 0¢ L
INNI+ZSNI+TSINI+TNI+GdOS O+0TANIRdSIQ +GA1IRdSIA+G TO O +0TO O +G O 0H+STSVIG+0TSVIE+5SVIG+STdAY+0TdAY+GdAY+EdAY+TdAY+STYIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OT L+GL+EL+ZL +T1~S8[es 6C 9 m
INWI+ZSINI+TINI+Gd DS O+0TANIRdSIQ +GANIRdSIA+GTO O +0TO 0 +G 00U +STSVIE+0TSVIE+SSVIG+STdAY+0TdaH+GdAY+EdAY+TdAY+STVYIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+ZL +T1~S3[es 6¢ S 2 M
INNI+ZSINI+TINI+GdOS O+0TAIIRASIO+GAIIBdSId+GTOOY+0TOOH+GO OU+GTSVIA+0TSVI9+GSVI9+STdAH+0TdQY+GdAH+EdQY+TdAA+GTVIN+OTVIN+SVIN+EVIN+VIN+0ZL+GTL+OTL+G L +E1 +21 +T1~S9[es 62 14 > W
INWI+ZSINI+TSINI+TNI+Gd DS O+ TAIRASIQ+GAIRASIA+G TO OH+0TO O +GD OH+GTSVIG+0TSVIG+SSVIF+STdAY+0TdAH+GdAY+E AU+ TdAE+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL +GTL+0TL+GL+E L+ 1 +TL~S3(es| 0€ € _/X__
INWI+ZSINI+TSINI+TNI+Gd DS O+ TAIRASIQ+GAIRASIA+G TO OH+0TO OH+GD 0H+GTSVIG+0TSVIG+SSVIF+G TdAY+0TdAY+GdAY+EdAH+TdAL+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+Z1 +T L ~S3(es) 0¢ 4
INWI+ZSWI+ TSI+ TN 1+6d DS O+0TANRdSIa+6A1IRdSIA+G TO O +0TO 0 +5 00U +STSVIG+0TSVIE+SSVIE+STdAY+0TdAd+GdAY+EdAY+TdAY+STYN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+ZL +T 1 ~S8(es 0€ T
INWI+ZSINI+TSINI+TNT+Gd DS O+0TAIRdSIQ+GAIRdSIQ+G TO O +0TO 0 +G0 0d+GTSVI9+0TSVIG+SSVIF+G TdAE+0TdAd+GdAY+EdAT+TdAL+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL +GTL+0TL+GL+E L +Z 1 +T L ~S3[es] 0¢ L
INNI+ZSI+TSINI+TNI+GdOS O+0TANRdSIQ+GA1IRdSIA+G TO O +0TO 0H+G O 0H+STSVIG+0TSVIE+SSVIG+STdAY+0TdAY+GdAY+EdAY+TdAY+STVYIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z L +T1~S8[es 0g 9 m
INNI+ZSINI+TIN1+Gd DS O+0TANIRdSIQ+GANIRdSIA+GTO O +0TO 0 +G 00U +STSVIE+0TSVIE+SSVIS+STdAY+0TdaH+GdAd+EdAY+TdAY+STVYIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+ZL +T1~S3[es 6¢ S = M
INNI+ZSINI+TINI+GdOS O+0TAIIRASIG+GAIIBASId+GTOOY+0TOOH+GO OU+GTSVIG+0TSY I9+GSVI9+GTdAH-+0TdQY+GdAH-+EdQY+TdAA+GTVIN+OTVIN+SVIN+EVIN+2VIN+0ZL+GTL+OTL+G L +E1 +2 1 +T1~S9[es 62 14 W m
INI+ZSINI+TSINI+TNI+Gd DS O+ TAIRASIQ+GAIRASIA+G TO OH+0TO O +GD 0 +GTSVIG+0TSVIE+SSVIF+G TdAY+0TdAH+GdAY+EdAU+TdAY+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL +GTL+0TL+GL+EL+Z1 +T L ~S3(es| 0€ € w
IINI+ZSINI+ TSN+ TN I+GAIRASIQ+G D Od+GS VI +GdAY+E AT+ TdAY+GYIN+EVIN+ZVIN+GL+EL+Z1 +T L ~S3[es LT 4 ~
INN1+ZSWI+ TSI+ TN1+5dOS O+0TANRdSIa+GA1IRdSIA+G TO O +0TO 0 +500H+STSVIG+0TSVIE+SSVIG+STdAY+0TdAY+GdAY+EdAY+TdAY+STYN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+ZL +T L ~S8[es 0€ T
INWI+ZSINI+TSINI+TNT+Gd DS O+0TAIRdSIQ+GAIRdSIQ+G TO O+0TO 0H+G0 0 +GTSVIG+0TSVIG+SSVIF+G TdAE+0TdAd+GdAY+EdAT+TdAL+GTVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL +GTL+0TL+GL+E L +Z 1 +T L ~S3[es] 0€ 86
INNI+ZSNI+TSINI+TN1+Gd DS O+0TANIRASIQ+GANIRdSIA+G TO O +0TO 0 +GO0H+STSVIG+0TSVIE+SSVIG+STdAY+0TdAY+GdAY+EdAY+TdAY+STYIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OT L+GL+EL+ZL +T1~S8[es 0g 16
INNI+ZSINI+TSINI+TNI1+GdOS O+0TANRdSIQ+GANIRdSIA+GTO O +0TO O +G 00U +STSVIG+0TSVIE+GSVIG+STdAY+0TdaY+GdAY+EdAY+TdAY+STYIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OT L+GL+EL+ZL +T1~S3[es 0e 96
INI+ZSINI+TSINI+TNI+Gd DS O+0TAIRASIQ+GA1RASIA+G TO OH+0TO O +GD 0H+GTSVIF+0TSVIE+SSVIF+G TdAY+0TdAH+GdAY+EdAU+TdA+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL +GTL+0TL+GL+EL+Z1 +T L ~S3(es, 0€ S6 zlo
INI+ZSINI+TSINI+TNI+Gd DS O+0TAIRASIQ+GAIRASIA+G TO OH+0TO O +GD 0H+GTSVIG+0TSVIE+SSVIF+G TdAY+0TdAH+GdAY+EdAU+TdAU+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL +GTL+0T L+GL+EL+Z1 +T L ~S3(es| 0€ ¥6 m. M
INI+ZSINI+TSINI+ TN I+GA1RASIA+GD OH+GS VI +GdAY+E AT+ TdAY+GYIN+EVIN+ZVIN+GL+E L+ 1 +TL~S3[es LT €6 | =3
NN T+ZSINI+TSINIH TN I+GA1RdSIA+G D OH+GS VI +GdAY+EdAY+TdAY+SVIN+EVIN+ZVIN+GL+EL+Z 1 +T1~S9[es LT 6 W m
WINI+ZSINI+TSINI+ TN I+GA1IRASIA+GD OH+GS VI +GdAY+EdAY+TdAH+SVIN+EVIN+ZVIN+GL+EL +Z1+T1~S9[es LT 16 2|12
INI+ZSINI+TSINI+TNI+GdOS O+0TAIRASIQ+GA1RASIA+G TO OH+0TO O +GD OH+GTSVIE+0TSVIE+SSVIE+G TdAH+0TdAH+GdAU+EdAU+TdAU+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL +GTL+0TL+GL+EL+Z1 +T L ~S3(es, 0€ 06
INWI+ZSINI+TSINI+TNI+Gd DS O+ TAIRASIQ+GAIRASIA+G TO OH+0TO O +GD 0 +GTSVIG+0TSVIG+SSVIF+GTdAY+0TdAH+GdAY+E AU +TdAE+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL +GTL+0TL+GL+EL+Z1 +T L ~S3(es| 0€ 68
INI+ZSINI+ TSI+ TN I+GAIRASIA+G D Od+GS VI +GdAY+E AT+ TdAY+GYIN+EVIN+ZVIN+GL+EL+Z1 +T L ~S3[es LT 88
sa|qersen Induj~sjqeren Indino Seinea) M % <
’ . papafesios| 3 (G| S
[} Z| o
g (25

74



WNI+ZSINI+TSINI+ TNI+Gd DS O+0TAITRdSI+GAIEdS G+GTO 08 +0T0 08+ 00U +5TSVIG+0TSVIg+GSVIg+GTdad+01 AU +Gdad+£dAd+1dad+STVINTOTVIN+SVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+E L +2 L +T.L~Sa[es] 0€ T
WINI+ZSINI+TSINI+ TN +Gd DS O+0TAIIRASIA+GAIedSI G+GTOOH+0TOO¥+GD O +GTSVI9+0TSVIG+5SVI9+5TdAd+0TdAH+GdAd+EdA+TdAU+STVIN+OTVIN+SVIN+EVIN+CVIN+0Z L+GTL+0T L+GL +E1+2 1 +T 1 ~Saes| og 91
WINI+ZSINI+TSINI+TNI+GdOS O+0TAIIRdSIQ+GAIIedSId+G TOOY+0TO O +GO 0 +STSVIG+0TSVIG+SSVIG+STdAY+0TdAY+SdAY+EdAY+TdAY+GTYIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +EL+ZL+T.L~S8[es 0€ ST
WINI+ZSINI+TSINI+TNI+GdOS O+0TAIIRASIQ+GAIIedsIq+G TOOY+0TO OH+G O 0H+STSVIG+0TSVIG+GSVIG+GTdAH+0TdAY+SdAY+EdQY+TdAY+STVYIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+ZL+T.L~S8[es 0€ T
IINI+ZSINI+TINI+GdOSO+0TAIIRASIQ+GA1IRdSIA+G TO OH-+0TO OH+G O O+ TSVIA+0TSVIA+GSVIA+GTdQY+0TdAH+GdAY+EdAY+TdAU+STVIN+OTVIN+GVIN+EVIN+CVIN+0ZL+GTL+0T L+GL+EL +Z 1 +T L ~S9[es 6¢ €1
WINI+ZSINI+TSINI+TNI+GdOS O+0TAIIRdSIQ+GAIIedSIA+G TOOY+0TO O +GO 0 +STSVIG+0TSVIG+SSVIG+STdAY+0TdAY+GdAY+EdAY+TdAY+GTYIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+STL+0TL+GL+EL+ZL+T.L~S8[es 0g 1 M
WINI+ZSINI+TSINI+TNI+GdOS O+0TAIIRASIQ+GAIIedSIq+G TOOY+0TO OH+G0 0 +STSVIE+0TSVIE+GSVIG+GTdAY+0TdAY+SdAY+EdQY+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +EL+Z L +TL~S8[es 0€ T o M
WINI+ZSINI+TSINI+TAI+Gd DS O+0TAIIRASIA+GAIRdSI G +GTOOH+0TO 0¥+ O +GTSVIG+0TSVIG+GSVI9+GTdAH+0TdAY+GdAY+EdAH+TdAY+STVIN+OTYIN+SVIN+EVIN+CVIN+0ZL+GTL+0TL+GL +E1 +2 1 +T 1 ~S8[es 0e o ¢ W
WINI+ZSINI+TSINI+TNI+GdOS O+0TAIIRASIQ+GAIIedSId+G TOOY+0TO O +GO 0 +STSVIG+0TSVIG+SSVIG+STdAY+0TdAY+SdAY+EdAY+TdAY+GTVYIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+ZL+T.L~S8[es 0€ 6 T
WINI+ZSINI+TSINI+TNI+GdOS O+0TAIIRASIQ+GAIIedSIq+G TOOY+0TOOH+G O 0H+STSVIG+0TSVIE+GSVIG+GTdAH+0TdAY+SdAY+EdQY+TdAY+STVIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+Z L +TL~S8[es 0€ 8 >
IINI+ZSINI+TINI+GdOSO+0TAIIRASI A+ GAIRdSIA+G TO OH+0TO OH+G O O+ TSVIA+0TSVIE+GSVIA+GTdAY+0TdAH+GdA+EdAY+TdA+GTVIN+OTVIN+GVIN+EVIN+CVIN+0ZL+GTL+0T L+GL+EL +Z1 +T L ~S9[es 6¢ L
IWINI+ZSINI+TNI+GdOSO+0TAIRdSIQ+GAIIedsIA+G TOOY+0TO O +GO O +STSVIG+0TSVIG+SSVIF+STdAH+0TdAY+GdAY+EdAY+TdAY+GTVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +EL+ZL+T.L~S8[es 62 9
WINI+ZSINI+TSINI+TNI+GdOS O+0TAIIRdSIQ+GAIIedSIq+G TOOY+0TO OH+G 0 0H+STSVIG+0TSVIE+GSVIG+GTdAY+0TdAY+SdAY+EdQY+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+Z L +T L ~S3[es 0g S
INI+ZSINI+TSINI+TAI+Gd DS O+0TAIIRASIA+GAIRdSI+GTOOY+0TO 0¥+ OH+GTSVIG+0TSVIG+5SVI9+GTdAY+0TdAY+GdAY+EdAH+TdAY+GTVIN+OTVIN+GVIN+EVIN+CVIN+0ZL+GTL+0TL+GL +E1 +21 +T 1 ~S8[es 0e 14
WINI+ZSINI+TSINI+TNI+GdOS O+0TAIIRdSIQ+GAIIedsIA+G TOOY+0TOOH+GO O +STSVIG+0TSVIG+SSVIG+GTdAY+0TdAY+GdAY+EdAY+TdAY+GTYIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+ZL+T.L~S8[es 0€ €
WINI+ZSINI+TSINI+TNI+GdOS O+0TAIRASIQ+GAIIedSIq+G TOOY+0TO OH+G 0 0H+STSVIG+0TSVIE+GSVIG+GTdAY+0TdAY+SdAY+EdQY+TdAY+STVIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+Z L +T L ~S8[es 0g 4
INI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASIA+GAIMRdSI+GTOOY+0TO 0¥+ D OH+GTSVI9+0TSVIG+GSVI9+GTdAH+0TdAM+GdAY+EdAH+TdAY+GTVIN+OTYIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+E1 +2L +TL~S3[es 0g T
WINI+ZSINI+TSINI+ TN +Gd DS O+0TAIIRASIA+GAIedIG+GTOOH+0TO 0¥+ D 0H+GTSVI9+0TSVIG+5SVI9+5TdAd+0TdAY+GdAd+EdA+TdAU+STVIN+OTVIN+GVIN+EVIN+CVIN+0Z L+GTL+0TL+GL +E1 +2 1 +T 1 ~S3es| 0e 91
WINI+ZSINI+TSINI+TNI+GdOS O+0TAIIRASIQ+GAIIedSId+G TOOY+0TO O +GO O +STSVIG+0TSVIG+SSVIG+GTdAY+0TdAY+SdAY+EdAY+TdAY+GTVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+ZL+T.L~S8[es [ ST
WINI+ZSINI+TSINI+TNI+GdOS O+0TAIIRASIQ+GAIIedSIq+G TOOY+0TOOH+GO 0 +STSVIG+0TSVIE+GSVI+GTdAH+0TdAY+SdAY+EdQY+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+Z L +T.L~S8[es 0€ T
ININI+ZSINI+TINI+GdOSO+0TAIIRASIQ+GAIRdSIA+G TO OH+0TO OH+G O OH+GTSVIA+0TSVIA+GSVIA+GTdAY+0TdAH+GdAY+EdAY+TdAH+GTVIN+OTVIN+GVIN+EVIN+CVIN+0ZL+GTL+OT L+GL+EL +Z 1 +T L ~S9[es 6¢ €1
WINI+ZSINI+TSINI+TNI+GdOS O+0TAIIRASIQ+GAIIedSIA+G TO OY+0TO O +GO 0 +STSVIG+0TSVIG+SSVIG+STdAY+0TdAY+GdAY+EdAY+TdAY+GTYIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+ZL+T.L~S8[es 0€ 43 o
WINI+ZSINI+TSINI+TNI+GdOS O+0TAIIRdSIQ+GAIIedSIg+G TOOY+0TO OH+G O 0H+STSVIG+0TSVIE+GSVIG+GTdAH+0TdAY+SdAY+EdQY+TdAY+STVIN+OTVIN+SVIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +EL+Z L +TL~S8[es 0€ T z W
INI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASIA+GAIRdSI+GTOOY+0TO 0¥+ D 0H+GTSVI9+0TSVIE+GSVI9+GTdAH+0TdAM+GdAY+EdAH+TdAY+GTVIN+OTVYIN+GVIN+EVIN+CVIN+0ZL+GTL+0TL+GL +E1 +21 +T 1 ~S8[es 0e 0T |8 =)
WINI+ZSINI+TSINI+TNI+Gd DS O+0TAIIRdSIQ+GAIIedsId+G TOOY+0TOOH+GO 0 +STSVIG+0TSVIG+SSVIF+GTdAH+0TdAY+SdAY+EdAY+TdAY+GTVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+ZL+T.L~S8[es 0€ 6 4 =
WINI+ZSINI+TSINI+TNI+GdOS O+0TAIIRASIQ+GAIIedSIq+G TOOY+0TOOH+GO 0 +STSVIG+0TSVIE+GSYIG+GTdAH+0TdAY+SdAY+EdQY+TdAY+STVIN+OTVIN+SYIN+EVIN+ZVIN+0Z L+GTL+0TL+GL+EL+Z L +TL~S8[es 0g 8 %
IINI+ZSINI+TINI+GdOSO+0TAIIRASIQ+GA1IRdSIA+G TO OH-+0TO OH+G O OH+GTSVIA+0TSVIA+GSVIA+GTdAY+0TdAH+GdAY+EdAY+TdA+GTVIN+OTVIN+GVIN+EVIN+CVIN+0ZL+GTL+0T L+GL+EL +Z1 +TL~S9[es 6¢ L
WINI+ZSINI+TNI+GdOS O+0TAIRdSIQ+GAIIedsIA+G TO OY+0TOOH+GO O +STSVIG+0TSVIA+SSVI+STdAY+0TdAY+GdAY+EdAY+TdAY+GTYIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+0TL+G L +EL+Z L +T.L~S8[es 62 9
INI+ZSINI+TSINI+ TN +Gd DS O+0TAIIRASIA+GAedSI G+GTOOH+0TO 08+ OH+GTSVIG+0TSVIE+5SVI9+5TdAH+0TdAM+GdAd+EdAH+TdAU+STVIN+OTVIN+SVIN+EVIN+CVIN+0ZL+GTL+0T1+GL +E1 +21 +T1~S3[es 0€ S
sa|qerten Jndu|~a|gerren Indino SaunEy M w <
’ . papafesyos| 3 (g[S
<] | o
& |3|&
SUVIN InoyIm &

75



INWI+ZSNI+TSINI+TNI+GdOS O+0TANRdSI G +GANedSIG+GTO Od+0TO 0 +50 0 +STSVIG+0TSVIE+GSVIS+GTdAY+0Tdad+GdAd+EdA+TdA+STVIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z 1 +T1~S9[es 0e €
INNI+ZSINI+TSIN I+ TN I+GdOS O+0TARRdSIQ+GANIRdSIA+GTO O +0TO 0 +G 0 0H+STSVIG+0TSVIE+GSVIE+STdAY+0TdAH+GdAH+EdAH+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL +21 +T1~S3es 0€ Z
INWI+ZSINI+TSINI+TNI+Gd DS O+0 TAIRASIQ+GAIRASIA+G TO OH-+0TO 0 +G0 0H+GTSVIF+0TSVIE+SSVIE+GTdAN+0TdAd+GdAM+EdAY+TdA+GTVIN+OTVYIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+G 1 +EL +Z1+T.L~S9es 0€ T
INNI+ZSINI+TSINI+TINI+GdOS O+0TARRdSIQ +GANIRdSIA+GTO O+0TO 0+G 00U +STSVIG+0TSVIE+GSVIE+GTdAY+0TdAd+GdAd+EdAH+TdAY+STVIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL +Z1 +T1~S9[es 0e e
INWI+ZSINI+TSINI+TINI+Gd DS O+0 TAIRASIQ+GAIRASIA+G TO OH+0TO O +GD 0 +GTSVIG+0TSVIE+GSVIE+GTdAY+0TdAH+GdA+EdAU+TdAU+GTVIN+OTYIN+GVIN+EVIN+ZVIN+0ZL+GTL+0TL+G 1 +EL +Z1+TL~S9[es 0€ 9
INI+ZSINI+TSINITINT+GAedSI3+G O OH+GSV19+GdAY+EdAY+TdAY+GVIN+EVIN+ZVIN+GL+EL+Z L +TL~S9[es JA S¢
INWI+ZSNI+TSINI+TNI+SdOS O+0TANRdSIa +GA1RdSIA+G TO O +0TO 0 +G 00U +STSVIG+0TSVIE+GSVIG+STdAY+0TdAH+GdAY+EdAY+TdAY+STVIN+OTVIN+SVYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z1 +T1~S9[es 0g e
INNT+ZSINI+TINI+GdOS O+0TANIRdSIQ+GANIRdSIA+GTO O +0TO 0 +G 00U +STSVIE+0TSVIE+GSVIS+STdAY+0TdaH+GdAH+EdAH+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL +Z1 +T1~S9[es 6¢ €C
INWI+ZSINI+TSINI+TINI+GdOS O+0TAIRASIQ+GA1RASIA+G TO OH+0TO OH+GD 0H+GTSVIF+0TSVIE+5SVIE+GTdAH+0TdAH+GdA+EdAU+TdA+GTVYIN+OTVYIN+SVIN+EVIN+ZVIN+0ZL+GTL+0TL+G1+EL +Z1+TL~S9[es 0€ 144
INI+ZSINI+TSINI+TINI+Gd DS O+0TAIdSI+5AIIedsIa+GTOO+0TOOY+GO 08 +STSVIG+0TSVIG+GSVIE+STdAY+0TdQY+GdAH+EdAY+TdAY+STVIN+OTVIN+GYIN+EVIN+ZIVIN+0ZL+GTL+OTL+GL+EL+Z 1 +T 1 ~Sa[es 0€ 174
INI+ZSINI+TSINI+TINI+Gd DS O+0TAIRdSIQ+GAIRASIA+G TO OH+0TO 0 +GD 0 +GTSVIG+0TSVIG+SSVIG+STdAH+0TdAY+GdA+EdAY+TdAE+GTYIN+OTYIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+G L +EL+Z 1 +TL~S3(es 0g 0c
INWI+ZSINI+TSINI+TNI+GdOS O+0TANRdSIQ+GANIRdSIA+G TO O +0TO 0 +G D 0H+STSVIG+0TSVIE+GSVIG+STdAY+0TdAH+GdAd+EdAY+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z1 +T1~S9[es 0g 6T
INNI+ZSINI+TSIN I+ TN I+GdOS O+0TANRdSIQ+GANIRdSIA+GTO O+0TO 0 +G O 0H+STSVIE+0TSVIE+GSVIE+STdAY+0TdAH+GdAH+EdAH+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL +Z1 +T1~S9es 0e 8T

INI+ZSINI+TSINI+TINI+Gd DS O+0 TAIRASIQ+GA1RASIA+G TO OH+0TO O +GD 0 +GTSVIF+0TSVIE+GSVIE+GTdAH+0TdAd+GdAY+EdAY+TdAU+GTVYIN+OTYIN+GVIN+EVIN+ZVIN+0ZL+GTL+0TL+G1+EL +Z1+TL~S9[es 0€ LT o

INI+ZSINI+TSINI+TINI+Gd DS O+0TAIRdSI+SAIIedsIA+GTOOY-+0TOOY+GO OH+STSVIG+0TSVIG+GSVIE+STdAY+0TdQY+GdQH+EdAY+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z 1 +T 1 ~Sa[es 0€ 9T |z m

INWI+ZSNI+TSINI+TNI+SdOS O+0TANRdSIO+GANIRdSIA+G TO O +0TO 0 +G D 0H+STSVIG+0TSVIE+SSVIG+STdAY+0TdAH+GdAY+EdAY+TdAY+STVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z1 +T1~So[es 0g ST m s

INNT+ZSINI+TINI+GdOS O+0TANIRdSIQ +GANIRdSIA+G TO O +0TO 0 +G D 0H+STSVIG+0TSVIE+GSVIG+STdAY+0TdAH+GdAH+EdAY+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z1 +T1~S9[es 6¢ T |22

ININI+ZSINI+TINI+GdOS O+0TANIRdSIQ +GANIRASIA+GTO O¥+0TO 0 +G 00U +STSVIE+0TSVIE+GSVIE+GTdAY+0TdAH+GdAH+EdAY+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL +Z1 +T1~S9es 62 €1 m
INI+ZSINI+TSINI+TINI+Gd DS O+0 TAIRASIQ+GAIRASIA+G TO OH+0TO 0 +GD 0 +GTSVIG+0TSVIE+SSVIE+G TdA+0TdAd+GdA+EdAY+TdAU+GTVIN+OTYIN+GVIN+EVIN+ZVIN+0ZL+GTL+0TL+G1+EL +Z 1 +TL~S9[es 0€ 4%
INNI+ZSINI+TSINI+TINI+Gd DS O+ TAIRdSIQ+GAIRASIA+G TO OH+0TO 0 +G0 0 +GTSVIF+0TSVIG+SSVIG+STdAN+0TdAY+GdAM+EdAY+TdA+GTYIN+OTYIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL +Z 1 +TL~S3[es 0g 1T
INWI+ZSI+TSINI+TNI+GdOS O+0TANIRdSIQ +GA1IRdSIA+G TO O +0TO 0 +G 00U +STSVIG+0TSVIE+SSVIG+STdAY+0TdAH+GdAY+EdAY+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z1 +T1~S9[es 0g 0T
INNI+ZSINI+TSIN I+ TN I+GdOS O+0TANIRdSIQ +GANIRdSIA+GTO O +0TO 0 +G 0 0H+STSVIG+0TSVIE+GSVIG+GTdAY+0TdAH+GdAd+EdAH+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL +Z1 +T1~S9es 0g 6
INNI+ZSINI+TSINI+TINI+Gd DS O+0 TAIRASIQ+GA1RASIA+G TO OH+0TO O +G D 0H+GTSVIF+0TSVIE+5SVIE+GTdAY+0TdAd+GdAH+EdAU+TdA+GTVYIN+OTYIN+GVIN+EVIN+ZVIN+0ZL+GTL+0TL+G1+EL +Z1+TL~S9[es 0€ 8
INI+ZSINI+TSINI+TINI+Gd DS O+0TAIRdSIa+5AIIedsIA+GTOOY-+0TOOY+GO O +STSVIG+0TSVIG+GSVIE+STdAY+0TdQY+GdAH+EdAY+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z 1 +T 1 ~Sa[es 0€ L
INI+ZSINI+TSINI+TINI+Gd DS O+0TAIRASIQ+GAIRASIA+G TO OH+0TO 0 +G0 0 +GTSVIG+0TSVIG+SSVIE+S TdAH+0TdAY+GdAM+EdAY+TdAE+GTYIN+OTYIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+G L +EL+Z 1 +T.L~S3(es 0g 9
ININT+ZSINI+ TSN+ TN I+GA1BASIA+GD Od+GSVIG+GdAY+E QY+ TdAY+SVIN+EVIN+ZVIN+GL+EL+Z 1 +T 1 ~S8[es LT S
ININI+ZSINI+TSIN I+ TN I+GdOS O+0TANRdSIQ+GANIRdSIA+GTO O +0TO 0 +G 0 0H+STSVIG+0TSVIE+GSVIE+STdAY+0TdAH+GdAd+EdAQH+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL +Z1 +T1~S9es 0e 14
INI+ZSINI+TSINI+TINI+Gd DS O+0 TAIRASIQ+GA1RASIA+G TO OH+0TO O +GD 0 +GTSVIF+0TSVIE+GSVIE+GTdA+0TdAd+GdAY+EdAY+TdAU+GTVYIN+OTYIN+GVIN+EVIN+ZVIN+0ZL+GTL+0TL+G1+EL +Z1+TL~S9[es 0€ €
INI+ZSINI+TSINI+TINI+Gd DS O+0TAIRdSI+5A1IedsIa+GTOOY+0TOOY+GO OH+5TSVIG+0TSVIE+GSVIE+STdAY+0TdAY+GdAY+EdAY+TdAY+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z 1 +T 1 ~S9fes 0€ Z

se|qetieA Induj~g|geLren Indino saume) M % <

: % paapesyos| 3 | 5| B

=] o

& B8

SHVIN Inoyim

76



SHVIN Inoynm

INNT+ZSINTFTSINTF TAT+Gd 0S5 O+0 TAIHETSIJ+ GBI +G TO0g+0T00d+500d+5 IS VId+0 IS VI+5oVIg+51dad+01dad+5dad+eddd+ 1dad+G IVINFOTVINFSVINFEVIN+CVINFOCL+G TLFOTL+G L +E L+ ¢ L+ T ~S9e 0% 4
WINI+ZSINI+TSINIHTINIT+Gd DS O+0TAIIRdSI+GAIIRdSIA+G TOOY+0TOOH+G 0 08+ TSVIG+0TSVIG+GSYIG+GTdAH+0TdAY+GdAd+EdQH+TdAH+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+E1+Z1 +T1~S9[es 0€ 9
ININI+ZSINI+ TSI+ TNI+GA1RASIA+G 0 Od+GSVI9+GdAY+E daU+TdAU+GVIN+EVIN+ZVIN+GL+E L +21 +T 1 ~S3[es LT 14
WII+ZSNI+TSINI+TINI+SOSO+0TAIIBASIQ+GAIIBASIA+GTO OM+0TOOH+G D 0Y+GTSVIE+0TSVIE+GSVIS+GTdQH+0TdAY+GdAY+E QY+ TdQU+GTVIN+O0TVIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z 1 +T 1 ~Sofes 0€ 4
INWI+ZSINI+TINI+GdOSO+0TAIIRASIG+GAIIRASIJ+GTOOY+0TO OH+G0 OH+GTSVIG+0TSVIG+5SVIg+5TdAH+0TdAY+GdAY+EdAY+TdA+GTVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+0TL+GL +E 1 +21 +T1~S3[es 6¢ o4
IINI+ZSINI+TSINI+TINI+Gd DS O+0TAIIRASI3+GANIRdSIG+GTOOY+0TO 08 +G 008 +5TSVIG+0TSVIE+GSVIE+GTdAY+0TdAY+GdaY+EdQY+TdAY+STVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z 1 +TL~S9[es 0g [44
WINI+ZSINI+TSINIHTIAIT+Gd DS O+0TAIRASI+GAIIRdSId+G TOOY+0TO OH+G 0 08 +S TSVIG+0TSVIG+GSYIG+GTdAH+0TdAY+GdAd+E QY+ TdAH+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+E1+Z1 +T1~S9[es 0e TC
IINI+ZSINI+TSINI+TINI+Gd DS O+0TAIRdS G+6A1IRdSI G+G TOOM+0T D08 +G D08 +G TSVI+0TSVIE+GSVI9+GTdAH+0TdAY+GdaH+EdQY+TdAH+GTVIN+OTVIN+SVIN+EVIN+ZVIN+0ZL+GTL+OTL+G 1 +EL+Z1 +TL~S9[es 0€ 0C
WII+ZSNI+TSINI+TINI+SdOSO+0TAIIBASIQ+GAIIBASIA+G TO O +0TOOH+G O 0H+GTSVIE+0TSVIE+GSVIE+GTdAY+0TdAY+GdAY+EdAY+TdAU+GTVIN+OTVIN+SVIN+EVIN+ZVIN+0ZL+GTL+0TL+GL+EL+Z 1 +T 1 ~S8[es 0€ 6T
WII+ZSINI+TSINIHTINI+SdOSO+0TANIBASIQ+GAIIBASIA+G TO O +0TOOH+G D 0U+GTSVIE+0TSVIE+GSVI9+GTdQY+0TdAY+GdAY+E QY+ TdAY+GTVIN+O0TVIN+GVIN+EVIN+IYIN+0ZL+GTL+OTL+GL+EL+Z 1 +T 1 ~Sofes 0€ 8T o]
IINI+ZSINI+TSINI+TINI+Gd DS O+0TAIIRASI G +GANIRdSIG+GTOOY+0T D08 +G 008 +STSVIG+0TSVIE+GSVIS+GTdAY+0TdAY+GdaY+EdQY+TdAY+STVIN+OTVIN+SVYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z 1 +TL~S3[es 0g /A 2
IWINI+ZSINI+TSINIHTINI+Gd DS O+0TAIIRASI+GAIIRdSIA+G TO OY+0TO OH+G 0 O+ TSVIG+0TSVIG+GSVIG+GTdAH+0TdAY+GdAU+E QY+ TdAH+STVIN+OTYIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z1 +T1~S9[es 0g 9 |2 mu,
WINI+ZSINI+TSINIHTINI+Gd DS O+0TAIIRdSI+GAIIRdSIA+G TOOY+0TO OH+G 0 08 +S TSVIG+0TSVIG+GSYIG+GTdAH+0TdAY+GdAd+EdQY+TdAH+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+E1+Z1 +T1~S9[es 0€ ST > W.
INWI+ZSINI+TINI+GdOSO+0TAIIRASIA+GAIIRASId+G TOOY+0TO OH+G0 OH+G TSV I9+0TSVIE+5SVI9+5TdA+0TdAH+GdAY+EdAU+TdAE+GTVIN+OTVIN+SYIN+EVIN+ZVIN+0ZL+GTL+0T L+G L +E1+21 +T 1 ~S3[es 62 14 m
INWI+ZSINI+TINI+SdOSO+0 TAIBASIQ+GAIIBASIA+G TO O +0TOOH+G D 0H+GTSVIE+0TSVIE+SGSVI8+GTdQH+0TdAY+GdAY+E A+ TdAU+GTVIN+O0TVIN+SVIN+EVIN+EVIN+0ZL+GTL+OTL+GL+EL+Z 1 +T 1 ~Safes 62 €T
W I+ZSNI+TSINI+TINI+SdOSO+0TAIIBASIQ+GAIIBASIA+G TOOY+0TOOH+G O 0Y+GTSVIE+0TSVIE+GSVIE+GTdQY+0TdAY+GdAY+E QY+ TdAY+GTVIN+0TVIN+SVIN+EVIN+IVIN+0ZL+GTL+OTL+GL+EL+Z 1 +T 1 ~Sofes 0€ 42
INI+ZSINI+TSINI+TINI+Gd DS O+0TAIIRASI G +GANIRdSIG+GTO OY+0TO 08 +G 008 +5TSVIG+0TSVIE+GSVIS+GTdAY+0TdAY+GdaY-+EdQY+TdAY+STVIN+OTVIN+SVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z 1 +TL~S3[es 0g 7
ININI+ZSINI+TSINIHTINI+Gd DS O+0TAIIRdSI+GAIIedSIA+G TOOY+0TO OH+G 0 O+ TSVIG+0TSVIG+GSYIG+GTdAH+0TdAY+GdAd+E QY+ TdAH+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+E1+Z1 +T1~S9[es 0e 0T
NINI+ZSINI+TSINI+TINI+Gd DS O+0TAIRdS +6A1IedSI G+G TOOM+0T O 0d+G D08 +G TSVIG+0TSVIE+GSVI9+GTdAd+0TdQu+GdAH+EdQY+TdAH+GTVIN+OTVIN+SVIN+EVIN+ZVIN+0ZL+GTL+OTL+G 1 +EL+Z 1 +TL~S9[es 0€ 6
WII+ZSNI+TSINI+TINI+SOSO+0TANIBASIQ+GAIIBASIA+G TO O +0TOOH+G D 0H+GTSVIE+0TSVI+GSVI8+GTdAM+0TdAY+GdAH+E QY+ TdQU+GTVIN+OTVIN+SYIN+EVIN+ZYIN+0ZL+GTL+OTL+GL+EL+Z 1 +T 1 ~S8[es 0€ 8
I I+ZSNI+TSINITINI+SOSO+0TAIIBASIQ+GAIIBASIA+G TO OM+0TOOH+G D 0H+GTSVIE+0TSVIE+GSVIS+GTdQY+0TdAY+GdAY+E QY+ TdAU+GTVIN+O0TVIN+GVIN+EVIN+EYIN+0ZL+GTL+OTL+GL+EL+Z 1 +T 1 ~Sofes 0€ L
INI+ZSINI+TSINI+TINI+Gd DS O+0TAIIRAS G +GAIIRdSIG+GTO OY+0T D08 +G 0 08+STSVI+0TSVIE+GSVIG+GTdAY+0TdAY+GdAH+EdQY+TdAH+STVIN+OTVIN+GVIN+EVIN+ZVIN+0ZL+GTL+OTL+GL+EL+Z 1 +TL~S3[es 0g 9
ININI+ZSINI+ TSN+ TINI+GAIRASIA+G D OY+GS VI +GdAY+EdAY+TdQY+GYIN+EVIN+IVIN+GL+E L+ +T1~S3[es LT S
WINI+ZSINI+TSINI+TIAI+Gd DS O+0TAIIRASI+GAIIRdSId+G TOOY+0TOOH+G 0 08+ TSVIF+0TSVIG+GSYIG+GTdAH+0TdAY+GdAd-+E QY+ TdAH+STVIN+OTVIN+GYIN+EVIN+ZVIN+0ZL+GTL+OTL+G L +E1+Z1 +T1~S9[es 0€ 14
sg|qerien Induj~a|qerten Indino Sainea) M % <
- . payspesyox| 3 3| S
o 2| o
g (8|8
g

77



Appendix 5. Selected Features by MARS for Each Cluster Prototype
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Appendix 6. The Rules Generated by the Decision Tree

Number of
clusters (k)

Cluster
No.

Coverage Rule Description

1

(n) Number*
IML < 0.7795

7634 L IML >=0.133

2

1178 1 IML >=0.7795

IML <0.7795

46 1 IML <0.133

IML < 0.04587

MAS5 < 22.3

IML <0.7795

IML <0.133

82 . IML < 0.04587

MAS >=22.3

IML <0.7795

28 1 IML <0.133

IML >= 0.04587

16

IML < 0.7864

5 L IML >=0.133

1164 1 IML >=0.7864

IML < 0.7864

46 1 IML <0.133

IML < 0.04587

MAS < 22.3

IML < 0.7864

IML <0.133

82 . IML < 0.04587

MAS >=22.3

15

IML < 0.7864

28 1 IML <0.133

IML >= 0.04587

27

IML <0.7963

912 1 IML < 0.4069

IML >=0.323

MA15 >=1.367

5432 5 IML <0.7963

IML >= 0.4069

IML <0.7963

IML < 0.4069

803 1 IML <0.323

IML >=0.04587

MA15 < 2.833
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Number of
clusters (k)

Cluster
No.

Coverage

(n)

Rule
Number*

Description

27 (Cont.)

305

IML <0.7963

IML < 0.4069

IML >=0.323

MA15 < 1.367

1139

IML >=0.7963

13

128

IML <0.7963

IML < 0.4069

IML < 0.323

IML < 0.04587

17

249

IML <0.7963

IML < 0.4069

IML <0.323

IML >=0.04587

MA15 >=2.833

*some clusters may have multiple rules
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Appendix 7. Minitab Outputs of Wilcoxon Signed Rank Test

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=27 and DBA (MAPE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 98 18,8475
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hyin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 97 4753,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=16 and DBA (MAPE)

Method

n: median of Difference
Descriptive Statistics

Sample N Median

Difference 98 21,8733
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 97 4753,00 0,000
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Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=16 and medoid (MAPE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 98 27,4036
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 97 4753,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=7 and medoid (MAPE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 98 31,2057
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 98 4851,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=7 and DBA (MAPE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 98 29,4770
Test

Null hypothesis Hoon=0
Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 98 4851,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=16 and DBA (MAPE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 98 18,0807
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 96 4656,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=16 and medoid (MAPE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 98 21,3687
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 97 4753,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=7 and medoid (MAPE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 98 21,9608
Test

Null hypothesis Hoon=0
Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 98 4851,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=7 and DBA (MAPE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 98 19,9352
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 98 4851,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and DBA vs. C-MARS+SVR for k=16 and medoid (MAPE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 98 18,1996
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 84 3570,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and DBA vs. C-MARS+SVR for k=7 and medoid (MAPE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 98 21,8576
Test

Null hypothesis Hoon=0
Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 98 4851,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and DBA vs. C-MARS+SVR for k=7 and DBA (MAPE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 98 21,1167
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 98 4851,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and medoid vs. C-MARS+SVR for k=7 and medoid (MAPE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 98 16,2593
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 97 4753,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and medoid vs. C-MARS+SVR for k=7 and DBA (MAPE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 98 16,9299
Test

Null hypothesis Hoon=0
Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 98 4851,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=7 and medoid vs. C-MARS+SVR for k=7 and DBA (MAPE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 98 17,8541
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 94 4465,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=27 and DBA (RMSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,280275
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 76 2926,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=16 and DBA (RMSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,456047
Test

Null hypothesis Hoon=0
Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 83 3486,00 0,000
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Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=16 and medoid (RMSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,341493
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 83 3486,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=7 and medoid (RMSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97 0,412396
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 92 4278,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=7 and DBA (RMSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97 0,613562
Test

Null hypothesis Hoon=0
Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 93 4371,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=16 and DBA (RMSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,169130
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 82 3403,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=16 and medoid (RMSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97 0,105884
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 82 3403,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=7 and medoid (RMSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,166315
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 91 4186,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=7 and DBA (RMSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,264685
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin#0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 92 4278,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and DBA vs. C-MARS+SVR for k=16 and medoid (RMSE)

Method

n: median of Difference
Descriptive Statistics

Sample N Median

Difference 97 0,166933
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hyin #0

N for  Wilcoxon
Sample Test Statistic ~ P-Value

Difference 82 3403,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and DBA vs. C-MARS+SVR for k=7 and medoid (RMSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97 0,216318
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hyin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 91 4186,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and DBA vs. C-MARS+SVR for k=7 and DBA (RMSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,0258874
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 69 2415,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and medoid vs. C-MARS+SVR for k=7 and medoid (RMSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median
Difference 97 0

Test
Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 9 45,00 0,009

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and medoid vs. C-MARS+SVR for k=7 and DBA (RMSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,225959
Test

Null hypothesis Hoon=0
Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 90 4095,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=7 and medoid vs. C-MARS+SVR for k=7 and DBA (RMSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,212623
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 20 4095,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=27 and DBA (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,388889
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 76 2926,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=16 and DBA (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97 0,764768
Test

Null hypothesis Hoon=0
Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 83 3486,00 0,000
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Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=16 and medoid (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,495686
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 83 3486,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=7 and medoid (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97 0,604514
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 92 4278,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=7 and DBA (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  1,10952
Test

Null hypothesis Hoon=0
Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 93 4371,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=16 and DBA (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,389277
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 82 3403,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=16 and medoid (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,207353
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 82 3403,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=7 and medoid (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,297619
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 91 4186,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=7 and DBA (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,600917
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 92 4278,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and DBA vs. C-MARS+SVR for k=16 and medoid (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,366569
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 82 3403,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and DBA vs. C-MARS+SVR for k=7 and medoid (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97 0,533284
Test

Null hypothesis Hoon=0
Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 91 4186,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and DBA vs. C-MARS+SVR for k=7 and DBA (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median
Difference 97 0,056

Test
Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 69 2415,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and medoid vs. C-MARS+SVR for k=7 and medoid (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median
Difference 97 0

Test
Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 9 45,00 0,009

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and medoid vs. C-MARS+SVR for k=7 and DBA (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,571429
Test

Null hypothesis Hoon=0
Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 90 4095,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=7 and medoid vs. C-MARS+SVR for k=7 and DBA (MSE)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,526357
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 20 4095,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=27 and DBA (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,247573
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 76 2926,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=16 and DBA (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,370833
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 83 3486,00 0,000
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Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=16 and medoid (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,323672
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 83 3486,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=7 and medoid (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,401623
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hyin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 92 4278,00 0,000

Wilcoxon Signed Rank Test:
S-MARS+SVR vs. C-MARS+SVR for k=7 and DBA (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,524075
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hyin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 93 4371,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=16 and DBA (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97 0,110125
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 78 3081,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=16 and medoid (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,145215
Test

Null hypothesis Hoon=0
Alternative hypothesis  Hyin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 82 3403,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=7 and medoid (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,214286
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hyin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 91 4186,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=27 and DBA vs. C-MARS+SVR for k=7 and DBA (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,237554
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 91 4186,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and DBA vs. C-MARS+SVR for k=16 and medoid (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97 0,106157
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 80 3240,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and DBA vs. C-MARS+SVR for k=7 and medoid (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,150156
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hyin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 89 4005,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and DBA vs. C-MARS+SVR for k=7 and DBA (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,054923
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 69 2415,00 0,000

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and medoid vs. C-MARS+SVR for k=7 and medoid (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median
Difference 97 0

Test
Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic  P-Value

Difference 9 45,00 0,009

Wilcoxon Signed Rank Test:
C-MARS+SVR for k=16 and medoid vs. C-MARS+SVR for k=7 and DBA (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97 0,183333
Test

Null hypothesis Hoon=0

Alternative hypothesis  Hin #0

N for ~ Wilcoxon
Sample Test Statistic ~ P-Value

Difference 92 4278,00 0,000
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Wilcoxon Signed Rank Test:
C-MARS+SVR for k=7 and medoid vs. C-MARS+SVR for k=7 and DBA (MAD)

Method

n: median of Difference

Descriptive Statistics

Sample N Median

Difference 97  0,170250
Test

Null hypothesis Hoon=0

Alternative hypothesis ~ Hi:n # 0

N for  Wilcoxon
Sample Test Statistic  P-Value

Difference 91 4186,00 0,000
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Appendix 8. Evaluation of Inventory Performance for Item 26
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