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Abstract: Overall equipment effectiveness (OEE) describes production efficiency by combining 

availability, performance, and quality and is used to evaluate production equipment’s performance.  This 

research’s aim is to investigate the potential of the feature selection techniques and the multiple linear 

regression method, which is one of the machine learning techniques, in successfully predicting the OEE of 

the corrugated department of a box factory. In the study, six different planned downtimes and information 

on seventeen different previously known concepts related to activities to be performed are used as input 

features. Moreover, backward elimination, forward selection, stepwise selection, correlation-based feature 

selection (CFS), genetic algorithm, random forest, extra trees, ridge regression, lasso regression, and elastic 

net feature selection methods are proposed to find the most distinctive feature subset in the dataset. As a 

result of the analyses performed on the data set consisting of 23 features, 1 output and 1204 working days 

of information, the elastic net - multiple linear regression model, which selects 19 attributes, gave the best 

average R2 value compared to other models developed. Occam's razor principle is taken into account since 

there is not a great difference between the average R2 values obtained. Among the models developed 

according to the principle, the stepwise selection - multiple linear regression model yielded the best R2 

value among those that selected the fewest features. 

 

Keywords: Feature selection, machine learning, overall equipment effectiveness 
 

Öznitelik Seçim Yöntemlerinin Toplam Ekipman Etkinliği Tahmin Başarısı Üzerindeki Etkisinin 

Araştırılması 

 

Öz: Toplam ekipman etkinliği (TEE); kullanılabilirliği, performansı ve kaliteyi birleştirerek üretim 

etkinliğini tanımlamaktadır ve üretim ekipmanının performansını değerlendirmek için kullanılmaktadır. Bu 

araştırmanın amacı, bir kutu fabrikasının oluklu mukavva departmanının TEE’sinin başarılı bir şekilde 

tahmin etmede, öznitelik seçim tekniklerinin ve makine öğrenmesi tekniklerinden biri olan çoklu doğrusal 

regresyon yönteminin potansiyelini araştırmaktır. Çalışmada girdi öznitelikleri olarak altı farklı planlı duruş 

süresi ve onyedi farklı gerçekleşecek faaliyetlere ilişkin önceden bilinen kavramlara ilişkin bilgiler 

kullanılmıştır. Ayrıca veri kümesinde en ayırt edici özellik alt kümesini bulmak için geriye doğru eleme, 

ileri doğru seçim, adımsal seçim, korelasyon tabanlı öznitelik seçim, genetik algoritma, rastgele orman, 

ekstra ağaç, ridge regresyon, lasso regresyon ve elastik net öznitelik seçim yöntemlerinden faydalanılmıştır. 

23 öznitelikten, 1 çıktıdan ve 1204 iş günlük bilgiden oluşan veri seti üzerinde yapılan analizler neticesinde 

19 adet öznitelik seçen elastik net – çoklu doğrusal regresyon modeli, geliştirilen diğer modellere kıyasla 

en iyi ortalama R2 değerini vermiştir. Elde edilen ortalama R2 değerleri arasında çok büyük bir fark 
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olmaması dolayısıyla Occam’ın usturası ilkesi dikkate alınmıştır. İlkeye göre geliştirilen modellerden en az 

öznitelik seçenler arasında en iyi R2 değerini stepwise selection - çoklu doğrusal regresyon modeli 

vermiştir. 

 

Anahtar Kelimeler:  Öznitelik seçimi, makine öğrenmesi, toplam ekipman etkinliği 

 

1. INTRODUCTION 

The OEE, expressed as a percentage, measures the performance and effectiveness of 

production operations and indicates how effective a company’s production operations are 

(Chikwendu et al., 2020). 

Businesses use performance evaluation systems to determine focus points to increase their 

performance and efficiency. OEE is a widely used metric in production as it describes production 

efficiency by combining availability, performance, and quality. Producers can measure the 

performance, availability, and quality of their machines and production lines using OEE metrics 

to identify which processes work most efficiently and which need improvement. This evaluation 

can also be conducted across the entire facility to compare OEE at a broader level (Ercan, 2020). 

OEE is a crucial measure of equipment efficiency, and careful analysis can determine its impact  

(Prasetyo and Veroya, 2020). 

The increasing availability of data from businesses’ equipment and operations is enabling the 

use of data analytics. With the growth of technology and information science, data has increased 

in significant quantities and dimensions. This huge amount of data contains a lot of useful 

information for humanity and allows for uncovering the past and looking to the future (Qu et al., 

2023). Large datasets cause these sets to have noisy, irrelevant, and redundant features. This 

negatively affects the performance of regression methods in machine learning. In the training 

process of machine learning models, the quality output can be obtained from quality input. 

Therefore, the quality of input should be improved, and only relevant information should be given 

as input to the training and test process. In short, the high dimensionality leads to challenges of 

high computational cost, difficulties in model interpretation, and hampering prediction models’ 

generalization abilities. For this reason, feature selection is required before the model is trained 

(Wang et al., 2023). 

Machine learning aims to enhance the learning capabilities of machines, allowing them to 

uncover patterns within real-world data (Aydın, 2022). Feature selection, a fundamental topic of 

machine learning, is used extensively in prediction applications. The selection of contributing and 

informative features is essential to improve the working efficiency of machine learning techniques 

(Pasha and Mohamed, 2022). With the help of feature selection, redundant, irrelevant, and noisy 

features are removed from all features to identify an efficient subset of features (Wu et al., 2023). 

Feature selection aims to select the most suitable set of features to obtain optimal predictions 

regardless of the number of features used (Akman et al., 2023). 

The aim of this study is to investigate the effect of various combinations of feature selection 

methods and multiple linear regression methods on OEE and to determine which feature selection 

method performs best in predicting OEE. None of the studies so far have systematically examined 

the impact of feature selection on the prediction of OEE. 

This study consists of five chapters. This section provides an overwiev of OEE and feature 

selection. In the second section, a literatüre review of efficiency measures, In the second section, 

a literature review on the prediction of efficiency measures of feature selection methods is 

presented, especially the studies on the prediction of OEE by machine learning based feature 

selection methods. The third section presents the methodology to achieve the purpose of the study. 

The findings obtained in the study are described in the fourth section. Finally, the fifth section 

presents general conclusions and recommendations. 

 

 



Uludağ University Journal of The Faculty of Engineering, Vol. 28, No. 2, 2023 

 

 

439 

2. LITERATURE REVIEW 

 

Feature selection is the process of selecting a subset of features by eliminating irrelevant or 

redundant features. Feature selection aims to reduce the difficulty of data availability and improve 

data quality. In the previous studies, feature selection methods are used before predictions of body 

fat (Lai et al., 2022), building energy performance (Olu-Ajayi et al., 2023), coal consumption 

(Zhou and Zhang, 2023), coffee yield (Barbosa et al., 2021), day-ahead electricity price (Li and 

Becker, 2021), earth skin temperature (Jamei et al., 2022), energy consumption (Moldovan and 

Slowik, 2021; Qiao et al., 2022; Sun et al., 2021; Zhao et al., 2023), mining blast vibration (Xu 

and Wang, 2023), ship motion (Wei et al., 2023), soybean yield (Corrales et al., 2022), stock 

index futures price (Yan, 2023), stock price and trend (Chaudhari and Thakkar, 2023), toxicity of 

chemical gases (Erturan et al., 2023), water quality (Kushwaha et al., 2023; Liu et al., 2023), etc. 

This study’s aim is OEE prediction using feature selection based machine learning 

techniques. A review of current literature on the aim identified is summarised as follows. Vogel-

Heuser et al. (2017) utilized data-driven techniques to measure and elaborate on the identified 

causes and effects in their research. By employing logistic regression and decision-tree analysis, 

they investigated the connection between quality and process parameters. 

Eroğlu (2019) several important features in a production environment that affect Overall 

Throughput Effectiveness (OTE) values, applying hybrid genetic algorithms and multiple linear 

regression methods on collected data. 

Piran et al. (2020) found each feature’s relevance and impact on the model's OEE with a 

stepwise selection method in their study, which aims to develop a method of evaluating the 

performance of operations in production systems. 

Genç and Vupa Çilengiroğlu (2021) used logistic regression and Cart and Chaid decision tree 

algorithms from machine learning algorithms to find the variables that are thought to be effective 

on this score by categorizing OEE scores in a classifying and ranking manner. 

This study added value to the strand of literature on the selection of features for the OEE 

prediction problem at the corrugated box area. 

 

3. METHOD 

 

Research and publication ethics were complied with in this study. There is no need for any 

ethical approval. 

In this study, it is focused on the use of the multiple linear regression method, one of the 

machine learning techniques, with ten different feature selection methods to obtain an OEE 

prediction model with high prediction performance. The flowchart for the model developed for 

the prediction of OEE is shown in Figure 1 (Emanet et al., 2021). 

3.1. Data Loading 

In the research, the data obtained from the corrugated cardboard department of an enterprise 

was used. The data subject to the prediction covers a period of 4 years (1204 working days) 

between 2017 and 2020. The dataset consists of 23 features and one output. The features consist 

of planned stoppages and previously known data on the activities that will take place. The output 

is the percentage of OEE. The dataset obtained from the relevant department was taken directly 

from the ERP system. There are no missing or incorrect data in the dataset, and no inconsistencies 

were found in the dataset. 
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Figure 1: 

Flowchart of the proposed model (Emanet et al., 2021) 

3.2. Feature Selection Methods 

In data analysis, various feature selection methods may be applied, each having its strengths 

and weaknesses. Stability is one of the most important features that characterize a feature selector, 

where they face irregularity in training data by sampling or deleting samples (da Costa et al., 

2022). 
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Feature selection methods fall into three categories: filters, embedded methods, and wrappers. 

The filters rank the importance of features based on dependency, distance measure, or feature 

score and then select the higher-ranked features as the subset of features that are closest to the 

best. Filters are independent of learning algorithms and work fast. Embedded methods determine 

the subset of features that best contributes to the performance of the statistical learning model 

while building the model itself. Wrappers contain a statistical learner, such as a regressor, and 

search the feature subset space using the performance of the statistical learner (Tsanas, 2022; Yao 

et al., 2022).  

In this study, backward elimination, forward selection, stepwise selection, correlation-based 

feature selection (CFS), genetic algorithm, random forest, extra trees, ridge regression, lasso 

regression, and elastic net methods were used as feature selection methods. 

Backward Elimination begins with a full model containing all candidate features. Features 

are systematically removed from the model until a preset stop rule is satisfied. At a given stage 

of the elimination process, the variable causing the least decrease in a summary measure will be 

eliminated. Two possible summary measures can be utilized are deviation and coefficient of 

determination (R2). The most frequently used rule for stopping is when all the remaining features 

in the model have a significant effect at a pre-determined level of significance. 

At the start of forward selection, the model doesn't include any features. The model is updated 

step by step by adding features until a pre-established stopping rule is reached. During a specific 

stage of the selection process, the feature that produces the greatest increase in the summary 

measure is included in the model. If any added feature does not meet a predetermined level of 

significance, then no further variables are added to the model (Austin and Tu, 2004). 

Stepwise selection is a method that combines forward selection and backward elimination. In 

essence, the process proceeds in a forward direction; however, at every stage of the feature 

selection process, once a feature has been included in the model, it may undergo a backward 

elimination process. Backward elimination is performed if any of the already selected features are 

found to have become redundant (Petersson et al., 2009). 

The evaluation of feature subsets’ value is performed by the CFS algorithm using a 

correlation-based metric. Good feature subsets, according to this method, consist of features that 

exhibit a strong correlation with the class, while not displaying a significant correlation with one 

another. The technique gives greater importance to subsets that have a strong relationship with 

the target variable but weak relationships among themselves. Thus, subsets that include redundant 

and irrelevant features are regarded as undesirable feature subsets (Liu and Schumann, 2005). 

A population of solution structures, referred to as chromosomes, is generated by the genetic 

algorithm. Iteratively producing offspring with a greater level of fitness is achieved by choosing 

parents based on their mutation, crossover, and adaptation. To guide the selection of features, this 

method utilizes the performance of the estimator, which is used as the objective function (Sun et 

al., 2023). 

The algorithm known as random forest evaluates the significance of each feature to decrease 

the quantity of features. The random forest is a method of creating an ensemble of decision trees. 

It does so by randomly selecting observations and variables, and then combining them to generate 

a variety of decision trees. Then, the features’ importance score and the variables’ predicted 

probability are calculated by summing up the votes generated by each decision tree. Features with 

high importance scores are typically selected, while others are ignored (Naseri et al., 2022). 

The extra tree algorithm involves building a collection of trees on the dataset in an iterative 

manner, with each tree representing a specific subset of the data. In the trees, the features of a 

dataset are symbolized by the nodes, while the instances of a specific class are depicted by the 

leaves. According to the principle of information gain, the process of creating trees involves 

dividing nodes, and the features that have the highest relevance to the target are divided first. 

Thus, after the trees are generated, by sorting the nodes from the root to the leaves (excluding the 

leaf nodes) produced a sequence of features, which are ordered based on their relevance to the 
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target. Once the features are ordered, the proportion of samples that reach node in the whole 

dataset is weighted with the purity of node. Thus, the importance of the feature is calculated (Xing 

et al., 2019). 

Ridge regression is an improved least squares estimation technique that incorporates the least 

squares method's bias and a portion of the information to enhance the consistency and reliability 

of the regression coefficients' estimation, aligning it more closely with the real-world scenario 

(Zhao et al., 2022). Ridge regression is a method for selecting features based on statistical 

analysis. It examines multivariate cause-and-effect relationships within data (Toğaçar et al., 

2020a, 2020b). 

In Lasso regression, the best features are determined using the weight coefficient's absolute 

value as a penalty term in the cost function. The selection of the best features is made by giving 

a weight of zero to irrelevant input features and a weight of non-zero to relevant ones (Fathima et 

al., 2022). 

Elastic net is a type of linear regression model that merges the strengths of both lasso and 

ridge regression to solve problems of high-dimensional feature selection. The elastic net is a 

middle ground between the penalties of lasso and ridge regression. These two penalties are 

combined linearly to form the elastic net penalty. The Lasso penalty promotes sparse of parameter 

predictions in the model, while the Ridge term averages the parameter prediction of the associated 

features applying a grouping effect. Therefore, elastic net performs both shrinkage and automatic 

feature selection. The weight given to lasso or ridge penalties by the Elastic net penalty can be 

adjusted smoothly based on the underlying problem's features and the preferences of the users. 

The penalty takes a value between 0 and 1. If the penalty is equal to zero, it functions as an elastic 

net ridge, and if it is equal to one, it functions as a lasso (Amini and Hu, 2021; Bai et al., 2023; 

Marafino et al., 2015). 

 

3.3. Validation Method 

Cross-validation is a partitioning strategy used in machine learning models. Cross-validation 

avoids the overfitting problem and improves prediction based on bias and/or variance 

(Almaghrabi et al., 2021). With a limited dataset, cross-validation is utilized to assess the efficacy 

of a network. The objective is to assess how effectively the model will perform in real-world 

scenarios. Cross-validation allows for predicting how well a model will perform on data that it 

hasn’t seen before, by using data that was not included in the training process. Cross-validation 

is commonly performed using the K-fold cross-validation method (Gunes et al., 2022). 

K-fold cross-validation is a technique that splits the dataset into two subsets randomly as 

training and test datasets. The process of cross-validation involves dividing the dataset into K 

groups. The test set is comprised of one of these groups, while the training set is made up of the 

remaining K-1 groups. The K-fold cross-validation approach involves repeating the procedure K 

times, where the training and test datasets are replaced each time. The best model is selected based 

on the minimum error calculated using various statistical tools for error prediction (Saud et al., 

2020). To assess the prediction error of a regression model in a traditional K-fold cross-validation 

method, the prediction errors of all folds in the cross-validation iterations are averaged (Wang et 

al., 2022). 

 

3.4. Training Method 

The study used the multiple linear regression method to train the regression model. This 

technique, known as linear regression, identifies the linear correlation between single or multiple 

predictor variables and the target variable. This approach assesses the impact of each independent 

variable on the dependent variable (Lap et al., 2023). 
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3.5. Performance Evaluation Metrics 

There are several performance evaluation metrics employed to assess the predictive 

performance of the created models. During the testing phase, the model’s performance was 

evaluated using performance metrics such as Mean Squared Error (MSE) and Coefficient of 

Determination (R2). MSE is expressed as the mean of the squares of the differences between 

predicted and actual values (Fletcher et al., 2022). An MSE value close to zero indicates good 

performance of the model (Adak and Duralioğlu, 2023). 

The R2 value is a goodness-of-fit measure that measures the ratio of variance explained by 

the independent variable(s) for the dependent variable in a regression model with values in the 

range [0,1], indicating how well the model predicts unseen data samples. Where 0 indicates that 

there is no observed variance and 1 indicates that the variance in the dependent variable is 100% 

due to the movement of the independent variable(s) (Verma et al., 2022). 

 

4. FINDINGS and COMMENTS 

The dataset obtained from the enterprise was loaded into the software and feature selection 

was performed using backward elimination, forward selection, stepwise selection, CFS, genetic 

algorithm, random forest, extra trees, ridge regression, lasso regression, and elastic net feature 

selection methods. Five-fold cross-validation was applied to reveal the performance metrics of 

the models used in the study. Moreover, the problem was modeled with a multiple linear 

regression machine learning method. After feature selection, the reduced dataset was divided into 

5 parts with the help of a 5-fold cross-validation function, training was performed on 4 parts, and 

testing was performed on 1 part. This was repeated for all combinations of training-test parts. The 

performances of the models on the test data on each fold were evaluated by MSE and R2 metrics. 

With the help of the test set with the best MSE and the best R2 values, a regression graph and a 

comparison graph were obtained using the predictions (outputs) and actual (target) values on this 

set. In addition, the averages of MSE and R2 values obtained for all layers as a performance 

measure were also obtained as a result of the analysis. All analyses were performed using 

MATLAB R2022b. 

As a result of the analyses performed, the features selected for each method and the average 

and best performance metrics values of the models developed with these features are summarized 

in Table 1. 
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Table 1. Features and performance metrics values selected according to the method 

Methods Selected Features 
Number of 

Features 

Best 

R2 

Best 

MSE 

Average 

R2 

Average 

MSE 

Ridge 

regression 

2, 3, 4, 16, 17, 18, 

19, 22 
8 0.60813 0.0057910 0.60635 0.0058165 

Stepwise 

selection 

2, 4, 11, 18, 19, 

20, 21, 22 
8 0.63703 0.0055122 0.61927 0.0057845 

Forward 

selection 

2, 4, 10, 15, 17, 

18, 19, 20, 21, 22, 

23 

11 0.60104 0.0053484 0.60076 0.0053765 

Backward 

elimination 

2,  4, 7,  9, 10, 16, 

17, 18, 19, 20, 21, 

22 

12 0.61640 0.0051594 0.58927 0.0056655 

Genetic 

algorithm 

1, 4, 5, 10, 11, 13, 

14, 15, 16, 18, 19, 

20, 21, 22 

14 0.65252 0.0048157 0.62059 0.0061646 

Lasso 

regression 

1, 2, 3, 4, 8, 10, 

13, 15, 17, 18, 19, 

20, 21, 22, 23 

15 0.64292 0.0050668 0.62768 0.0058081 

CFS 

1, 2, 3, 4, 5, 6, 10, 

11, 12, 13, 14, 15, 

16, 17, 18, 19, 20 

17 0.62557 0.0058483 0.61344 0.0060317 

Extra trees 

1, 2, 3, 4, 5, 6, 10, 

11, 13, 14, 15, 16, 

17, 18, 19, 20, 21, 

22 

18 0.64054 0.0052140 0.62787 0.0057962 

Elastic net 

1, 2, 3, 4, 7, 8, 10, 

11, 13, 14, 15, 16, 

17, 18, 19, 20, 21, 

22, 23 

19 0.638555 0.005037 0.628593 0.005818 

Random 

forest 

1, 2, 3, 4, 5, 6, 9, 

10, 11, 13, 14, 15, 

16, 17, 18, 19, 20, 

21, 22, 23 

20 0.63028 0.0050817 0.62061 0.0058052 

 

The regression plots between the output (predicted) OEE values and the target (actual) OEE 

values obtained as a result of the test processes of the models created by the feature selection 

methods are shown in Figure 2. 
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Figure 2: 

Regression situations between the output values obtained after the test process and the target 

values 

 

The course of the output (predicted) OEE values and the target (actual) OEE values obtained 

as a result of the test processes of the models created by the feature selection methods are shown 

in Figure 3. 
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Figure 3: 

Comparison of the output values obtained after the test process with the target values 

 

Models were created as combinations of each of the machine learning methods used for 

feature selection and the multiple linear regression method. The models are analyzed for the 

prediction of OEE. The average MSE and average R2 values obtained as a result of the analysis 

of the models were compared with each other. The statistical results shown in Table 1, Figure 2 

and Figure 3 show that the forward selection - multiple regression model based on MSE and the 

elastic net - multiple regression model based on R2 give the best values compared to the other 

models developed. Chicco et al. (2021) concluded in their study that the R2 coefficient of 

determination was more informative than symmetric mean absolute percentage error (SMAPE), 

mean average error (MAE), mean absolute percentage error (MAPE), MSE and Root mean square 

error (RMSE) in regression analysis evaluations.  Based on this finding, the elastic net-multiple 
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regression model based on R2 gives the best prediction performance compared to other models 

developed. This result emphasizes the necessity and contribution of appropriate feature selection 

in the OEE prediction process. 

 

5. CONCLUSIONS AND RECOMMENDATIONS 

Feature selection plays a crucial role in the data preprocessing phase of machine learning 

and data mining (Qu et al., 2023). Effectively improving prediction performance can be achieved 

in the dataset by identifying the most informative features and eliminating irrelevant or redundant 

ones. (Chamlal et al., 2022). 

In this study, the objective is to examine the impact of different combinations of feature 

selection and regression techniques, and identify the most effective combination for predicting 

OEE. One of the primary achievements of the study is the introduction of a novel approach that 

employs machine learning algorithms in conjunction with feature selection techniques to predict 

the OEE value. Based on the experiments conducted on an actual dataset, the suggested 

approaches can generate a prediction of the OEE value with a maximum similarity of 0.65 and an 

average similarity of 0.63. Since the most important criterion is the average prediction 

performance, it can be concluded that the elastic net method gives the best result. However, the 

elastic net - multiple linear regression method pair has the disadvantage that more features are 

selected in the dataset than the other method pairs except one. In other words, increasing the 

number of features will make the model more complex, increasing the computation time and 

decreasing the generalization capability. This is where Occam’s Razor principle can come into 

play. According to this principle, the simplest of the model alternatives with similar performance 

should be preferred (Korkmaz and Eroğlu, 2020). Since there is not a large gap between the 

average R2 values obtained according to the methods, the stepwise selection method with the 

highest average R2 value will be selected among the stepwise selection and ridge regression 

methods, which allow the selection of the least number of features (8 different features). 

In future feature selection studies within the scope of this study, other machine learning 

methods can be used to improve prediction accuracy and reduce computation time. 
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